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INTRODUCTION

Overview

In Thinking, Fast and Slow, Daniel Kahneman looks at the thinking that shapes judgment and decision making. Decisions are far more intuitive than people realize. Studies show that unconscious, automatic decisions far outnumber slowly calculated decisions. Thought, Kahneman explains, has two distinct systems: the fast and intuitive System 1, and the slow and effortful System 2. Intuitive decision making is often effective, but Kahneman highlights situations in which errors of judgment will occur unless System 2 is called in.

Intuitive reasoning is least reliable when decisions require predicting the future and assessing risks. Kahneman hopes to enhance the everyday language about thinking to more accurately discuss, diagnose, and reduce errors. Learning more about thinking can help us avoid overconfidence and poor decisions.

About the Author

Daniel Kahneman is the winner of the 2002 Nobel Prize in Economic Sciences for his contribution to prospect theory, developed with colleague Amos Tversky (1937–1996). His work with Tversky on the science of decision making was first published in Science in 1974; their subsequent work in the heuristics of choice was published in American Psychologist in 1984. These publications provide the theoretical foundation upon which Thinking, Fast and Slow arose—augmented by research discoveries made since then. In 2011 Foreign Policy magazine included him on its list of top global thinkers.

Kahneman is the Eugene Higgins Professor Emeritus at Princeton University, and Public Affairs Emeritus at Princeton’s Woodrow Wilson School of Public and International Affairs.

How the Book Came About

Daniel Kahneman wrote Thinking, Fast and Slow to bring the study of decision making into common language, and to provide a vocabulary for diagnosing predictable errors in judgments. It has been praised by the Wall Street Journal (“[a] tour de force of psychological insight”); Bloomberg Businessweek (“a monumental achievement”); and the Financial Times (a “masterpiece . . . one of the greatest and most engaging collections of insights into the human mind I have read”). Thinking, Fast and Slow was selected as one of the best books of 2011 by the New York Times Book Review, the Globe and Mail, and The Economist.
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TWO SYSTEMS

Overview

Two systems Kahneman dubs agents handle all thinking: busy System 1 carries out fast thinking, while sluggish System 2 handles slow thinking. Fast thinking is intuitive—it engages the automatic mental activities of perception and memory. Slow thinking is deliberate and effortful. When System 1 presents a plausible story, System 2 will often pass it through uncritically. One may believe a rational choice has been made, when in fact it was not. In this book, Kahneman looks mostly at System 1 and explores how it relates and interacts with System 2.


“When we think of ourselves, we identify with System 2, the conscious, reasoning self that has beliefs . . . and decides what to think about and what to do. . . . [But] the automatic System 1 is the hero of the book.”

– Daniel Kahneman, Thinking, Fast and Slow



Chapter 1: The Characters of the Story

Psychologists Keith Stanovich and Richard West originated System 1 and System 2 to describe the brain’s two-system thought process. Kahneman personifies System 1 and System 2 as agents. He believes most people self-identify with System 2, which concentrates, reasons, performs complex mental tasks, makes choices, and is in charge of self-control. But surprisingly, most beliefs and choices actually begin with the automatic impressions and beliefs of System 1, “the hero of the book.”

System 1 is automatic and ever active, sorting through feelings and memories to make suggestions to System 2, which produces the decision. Usually, this process serves one well. However, System 1 tends to have biases, and relies on the most readily available answers, which can cause judgment errors System 2 can’t detect. System 2 is too slow and effortful to sort through every decision, and so the two systems end up compromising. Kahneman’s working premise is it’s easier to recognize other people’s mistakes than one’s own. This is why he believes personifying Systems 1 and 2 helps illustrate how the mind works.

Chapter 2: Attention and Effort

System 1 is the hero, but System 2 is the supporting character who believes she is the hero. In fact, System 2 can seem lazy and reluctant to exert more effort than necessary to complete tasks. But some tasks only System 2, “the working mind,” can perform: collecting relevant data, analyzing it, and making a rational decision.

While observing subjects performing paced tasks, such as mental arithmetic, Kahneman and his research team discovered physical and cognitive signs of System 2 in action. At peak effort, the subjects’ pupils dilated, their heart rates increased, and they experienced mental blindness (the inability to see anything other than the required task). Interestingly, if a task becomes too difficult, one’s pupils contract, and System 2 seems to give up, like an overloaded circuit breaker. This overload can be avoided by breaking down mental tasks into multiple easy steps.

Chapter 3: The Lazy Controller

The strain of engaging System 2 demands that one literally stop and think. One must reallocate energy from other tasks while System 2 performs the cognitive work involved in following guidelines, making comparisons, and making choices. Switching tasks takes attention and effort, and, following the law of least effort, people try to avoid it. Cognitive work without effort is possible; psychologist Mihaly Csikszentmihalyi calls it flow. During flow, one can maintain concentration without exerting self-control, freeing up resources and channeling them back into the task.

Engaging System 2 is draining, and can lead to ego depletion: the lowered ability and desire to exert self-control in the face of new challenges. Motivation flags and errors in reasoning escalate. Those who overcome System 2’s lazy tendencies are more intellectually engaged, less trusting of intuitions, and more rational. The slow, hard work of System 2, when fully engaged, is rational thinking—scrutinizing suggestions made by System 1.

Chapter 4: The Associative Machine

Kahneman investigates associative activation. System 1 makes associations, rapidly linking one idea with another in plausible ways that instruct body and mind. If one hears the word “eat” and someone asks her to fill in the missing letters in S_ _ P, she is more likely to spell “soup” than “soap.” This is called priming. “Eat” primes the brain to think about food.

Priming can affect voting: If a polling station is in a school, voters are more likely to support increasing school funding on a ballot. Priming can affect how one behaves toward others: thoughts of money can make people behave more selfishly. And it can affect how people react to authority: when reminded of mortality, people are more accepting of authoritarian ideas, which can seem reassuring. These behaviors are unconscious. System 2 believes it is an autonomous agent, but the mind hides its inner workings from itself.

Chapter 5: Cognitive Ease

One reason System 1 is so impressionable is that it operates in a state of cognitive ease, a naturally gullible and trusting state. The opposite state is cognitive strain, when System 2 takes over. Accurate thinking depends on the given degree of cognitive ease or strain.

•   Cognitive ease makes one susceptible to illusions. Good moods reign, and one’s guard is down. Cognitive ease invites trusting, positive, superficial thoughts, including a propensity for liking what one sees and hears. System 1 also finds repetition positive, even though it produces illusions of familiarity (e.g., a name seen in print multiple times begins to seem familiar). One is more likely to believe a statement printed in bold type or in primary red or blue, expressed as a rhyme, or cited from someone with an easily spelled and pronounced name. System 1 automatically performs all of these illusions. But one can’t base important decisions on illusions produced while at ease.

•   Cognitive strain alone leads to rational thinking. Thinking becomes suspicious and vigilant. When unhappiness or cognitive strain triggers System 2 into action, vigilance takes the place of ease, and there is an effort to ward off a perceived threat. System 2 shifts from intuitive to analytic thinking, and one is more likely to reject System 1’s easy answers.

Chapter 6: Norms, Surprises, and Causes

Most of the time System 1 interprets one’s everyday perception of reality. System 1 builds a model for what is normal in one’s world by making automatic associations among situations, occurrences, and outcomes one encounters. Over time, associative links in this model get stronger and help one evaluate the present and the future. This model contains shared references, allowing people to communicate with others. Surprise occurs when an event does not fit one’s model’s norms.

But instead of turning to System 2 for help when something does not fit, System 1 automatically finds a convincing way to make it fit. System 1 quickly assigns a plausible cause for the aberrant item. This causal intuition is present in humans from infancy, and may be a survival mechanism. However, people often misapply causal intuition to situations that demand statistical reasoning. System 1 is not capable of statistical thought; System 2 can learn it but often lacks formal training.

Chapter 7: A Machine for Jumping to Conclusions

System 1 can’t handle doubt. It also has a confirmatory bias, which makes it seek data that confirms its beliefs, and uncritically accepts suggestions and believes exaggerations. In other words, System 1 tends to jump to conclusions. Only System 2 is equipped to handle uncertainty and question hypotheses. However, when busy or tired, lazy System 2 will not question data that aligns with its current beliefs.

While jumping to conclusions, System 1 often falls prey to the halo effect—accepting one favorable impression and automatically adding more for cohesion. Similarly, it automatically adds negative attributes to reinforce a negative first impression. It is System 2’s job to reduce errors made by the halo effect, making judgments independently and from disparate sources of evidence.

Because System 1 one can’t determine what data is necessary, it draws conclusions based on the nearest associative data, and readily leaps to a conclusion that favors its first bias. Then, if System 2 is not jolted out of cognitive ease, it will likely endorse the false conclusion. So thinking fast makes one overconfident in quick decisions that ignore critical data for the sake of reinforcing a first impression.

Chapter 8: How Judgments Happen

The ability to scan a face in order to quickly tell friend from foe is an evolutionary survival tool. This ability is so deep-seated in System 1, one cannot turn it off. Princeton psychologist Alex Todorov has shown that uninformed voters are more likely to rely on System 1’s automatic preference for faces with strong chins and confident smiles than more informed voters.

Quick, intuitive thinking works in an imprecise manner. System 1’s constant computations are vaguely targeted, like a shotgun, and limited to sets and prototypes—averages rather than sums, and relative values rather than precise measurements. For questions involving amounts or intensity—of, say, happiness or punishment—System 1 cross matches unrelated categories that make sense intuitively but not logically. Color intensity, for example, cross matches crime intensity; System 1 will assign murder a color category of deep red, and theft to a paler red.

Chapter 9: Answering an Easier Question

Another flaw in System 1 thinking is avoidance. To escape complex questions, System 1 substitutes simpler ones and answers those instead. System 1 sidesteps the target question (e.g., How happy are you with your life?) for a simpler heuristic question (e.g., What is my mood right now?). The heuristic question is adequate, though imperfect, and so is its answer. It often satisfies System 2 without further scrutiny. To fit the easy answers to the target questions, System 1 uses intensity matching. Other ways System 1 substitutes to get around complexity include mood heuristics (answering a question according to feeling) and affect heuristics (conclusions based on likes and dislikes). Judgments based on substitutions are often biased in predictable ways.

Conclusion

People may think they are rational decision makers, but they make more decisions based on fast, plausible storytelling (a function of System 1) than on slow, analytic reasoning (a function of System 2). With System 1 processes operating constantly, automatically, and unconsciously, people routinely mistake intuitive decisions for rational ones. And because System 2 is lazy, people tend not to invest the effort and cognitive strain required to analyze relevant data and produce a truly rational decision.


“The notion that we have limited access to the workings of our minds is difficult to accept because, naturally, it is alien to our experience, but it is true: you know far less about yourself that you feel you do.”

– Daniel Kahneman, Thinking, Fast and Slow




Part I: Key Points

•  Thinking has a two-system process: intuitive System 1 works in a fast, effortless, and biased way; lazy System 2 handles slow, effortful thinking that is rational.

•  The accuracy of one’s thoughts depends on cognitive ease or cognitive strain. Cognitive ease is relaxed, gullible, and prone to illusion; cognitive strain is vigilant, critical, and analytical.

•  Unless System 2 is shaken out of cognitive ease, judgments and decisions will be shaped almost exclusively by bias and illusion.
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HEURISTICS AND BIASES

Overview

In Part II, Kahneman describes what happens when people encounter uncertainty, and need to make decisions based on statistical thinking. Making predictions employs a combination of intuitive and analytic thinking. However, some predictions demand statistics—a System 2 function. Predictions based on System 1 thinking can be mired by stereotypes, flawed causal links, the substitution of easy questions for hard ones, and failing to account for regression to the mean—an adjustment for extreme outcomes (e.g., golfing a perfect game one day, and then regressing to a more average score the next). Avoiding these errors, and most especially learning how to calculate regression to the mean, requires training System 2.


“Intuitive predictions need to be corrected because they are not regressive and therefore are biased. . . . You still make errors when your predictions are unbiased, but the errors are smaller and do not favor either high or low outcomes.”

– Daniel Kahneman, Thinking, Fast and Slow



Chapter 10: The Law of Small Numbers

People get tricked sometimes, even when they should know better, by statements that include convincing-sounding statistics. Often, misleading claims are based on the law of small numbers: the erroneous belief that small samples yield the same results as large ones. In truth, small samples always yield extreme results. For accurate results, large samples are necessary. Nevertheless, people believe small-sampling claims because System 1 instantly focuses on the content of a message rather than on its reliability.

Statisticians Howard Wainer and Harris Zwerling found that US counties with the lowest incidences of kidney cancer are mostly rural, sparsely populated, and located in Republican states in the Midwest, South, and West. The mind goes to this statement’s content first— linking “rural” with less pollution as an explanation for less cancer, and probably ruling out politics—because it is always looking for cause, consistency, coherence, and pattern. However, US counties with the highest incidences of kidney cancer have identical characteristics. System 1’s attempt at causal connections is not to be trusted. System 1 is inept at evaluating statistical facts.

Though random events have no cause, people see patterns and interpret intention in randomness—in everything from serial scoring shots in basketball to WWII bombing patterns in London. Causes ascribed to random events, cautions Kahneman, are inevitably wrong.

Chapter 11: Anchors

An anchoring effect occurs when one hears a number or price (e.g., a listing price on a house) before deciding on an estimate. The mind’s search for coherence is so automatic that the anchor acts as a prime: a low anchor will produce low estimates, and a high anchor will produce high estimates—even for experienced estimators (such as real estate agents). System 1 quickly creates a context in which the anchor value is the correct number. System 2, on the other hand, attempts to adjust away from the anchor. Anchors are found everywhere, and the best defense is to argue against the anchor to decrease its influence.

Chapter 12: The Science of Availability

In order to argue against an anchor, System 2 has to work to overcome the inclinations of intuition, such as the availability bias. This bias occurs when System 1 cannot assess the size or quality of data in order to choose relevant information, and instead settles on the most readily available data.

People use the availability heuristic when asked to estimate a value (e.g., the number of plane crashes during the past year). They begin recalling instances from memory. If this process is easy, the estimate will be larger. In fact, if System 1 easily recalls a recent news story about an airplane crash, it will conclude that airplane travel is not safe without making any estimate. The crash story will come to mind first, and to System 1 that means it’s most relevant—though in fact it was simply most available.

Chapter 13: Availability, Emotion, and Risk

It is far easier to know how you feel than how you think. System 1 will automatically substitute an easy question (e.g., how does one feel?) for a harder question (e.g., what does one know?). This is called an affect heuristic. When calculating risks associated with a new kind of car, for example, it’s easier to consult one’s fears, likes, and dislikes than actual evidence about the car’s safety and performance. The affect heuristic exaggerates the benefits of what one likes and downplays potential risks. Calculating costs and benefits in this way can mislead individuals, and becomes significantly more problematic when influencing public policy. When government must respond to an exposure of toxic waste on a group of people, for example, it often allocates public resources according to the perception of a threat rather than a rational analysis by experts. News stories can induce public panic, triggering an availability cascade (a self-sustaining chain of events) that ratchets up emotional intensity, producing exaggerated fear responses that may not match reality.

Chapter 14: Tom W’s Specialty

When System 1 makes judgments about probability, it tends not to ask System 2 to follow proper statistical procedure. Instead, System 1 will use a handy substitute: representativeness—basing judgment on the similarity to stereotypes.

Kahneman and his research partner asked subjects to determine the probable college major of a fictitious student, Tom W. Most subjects chose computer science after being primed with personality traits of the “nerd” stereotype. They judged Tom W’s representativeness instead of considering the base rate (the proportion of students in the various specialties to the student body). Even students of statistics and a statistics professor, who should know better, ignored the base rate. They all followed System 1 recommendations. Representativeness can play a useful role in judgments about probability; however, it is an intuitive impression and can be unreliable. Kahneman recommends involving both System 1 and System 2 by following Bayesian statistical rules: anchor probability judgments on base rates, and evaluate the diagnosticity of the evidence (the degree it favors the hypothesis, or assumption, over the alternative).

Chapter 15: Linda: Less Is More

Unless we engage the analytic tools only System 2 can manage, our minds strongly prefer what sounds plausible rather than what is probable. In fact, the System 1 preference for what seems true rather than what is more likely can fool even those with advanced training in statistics and probability.

The mind is so magnetized toward the plausible and coherent that logic will prevail only in the absence of detailed information. Specific facts tend to lure the mind toward selecting plausibility over likelihood. Kahneman and his research partner invented Linda (thirty-one, single, outspoken, bright, majored in philosophy, cares about social justice, participated in antinuclear demonstrations). They asked students whether Linda was more likely to be (a) a bank teller, or (b) a bank teller and feminist. Most picked (b). They were intuitively swayed by the specific details about Linda, and bypassed a basic rule of the logic of probability (specifics narrow probability). They committed the conjunction fallacy: thinking the conjunction of two events makes an outcome more probable than one of the events. Feminist bank teller seemed so plausible to System 1 that System 2’s capacity for deciding probability wasn’t engaged.

Chapter 16: Causes Trump Statistics

People think in categories (the word “horse” calls up examples from the mental category “horse”). Social categories are expressed as stereotypes— when the mind makes conclusions about an individual based on statistics about an entire group. Civil society resists this tendency, and wants to treat base rates as statistical facts about a group rather than using them to tell presumptive causal stories about individuals. However, stereotyping is a function of System 1, which is drawn to causes and away from base rates—producing a story rather than following statistical rules.

Kahneman cites a New York University study that shows how people will not make an inference from base-rate information that conflicts with other beliefs—particularly about themselves. Fifteen people were videotaped talking about themselves. One person, a plant, talked about suffering from seizures, and later had a seizure and asked for help. Only four people helped. Kahneman suggests anyone reading this case would quietly exempt him- or herself from the base rate, illogically believing he or she would help (and another study shows this to be true). This demonstrates how people learn to apply base-rate information in one situation, but don’t apply it to other situations.

Chapter 17: Regression to the Mean

The gap between a mathematical and a psychological fact is significant because of how differently our two thinking systems work. It can be particularly difficult for us to grasp a pattern of randomness known as regression to the mean. When an extreme event occurs, say a golfer plays an almost perfect game, it is largely due to chance. Most people will credit the golfer’s extraordinary talent, but in fact it was merely good luck. The same golfer the following day will predictably not do as well, because all extreme events eventually return to a mean—just as an especially poor game will be followed predictably by a better game. Mathematics demonstrate that extreme events are just luck, but mathematics require engaging sluggish System 2, while System 1 hungers for a causal relationship.

Chapter 18: Taming Intuitive Predictions

Daily and professional life often requires making predictions, which in turn require both analysis and intuition. Although System 1 strongly seeks out causes, predictions are pure guesswork in the absence of the statistical concept of regression—which is difficult for System 2 to calculate.

Julie, a college senior, read fluently at age four. Predicting her GPA based on this information involves several System 1 operations: making a causal link between the evidence and GPA; comparing Julie with childhood reading norms; substituting Julie’s relation to the norm and matching for GPA at the same intensity. However, these steps will arrive at an intuitive prediction that may be biased and ignores statistics. Kahneman suggests a corrective process:

1) Make a baseline prediction based on average GPA;

2) Make an intuitive prediction based on an impression of the evidence;

3) Estimate the correlation between the evidence and the matching GPA;

4) Use the correlation to adjust from the average to the matching GPA (if the correlation is .3, move the prediction 30 percent between the average and the matching).

Conclusion

Intuitive thinking is useful and psychologically essential for learning. Many decisions about future events combine intuitive and analytic thought; but sometimes statistical thinking alone is required. System 1 often circumvents rational processes because of a strong need to assign causes, employ stereotypes, and use the most conveniently obtained data rather than call on System 2 for help with logical analysis. But in such cases, System 2 needs statistical training to make predictions that incorporate regression to the mean.


“Correcting your intuitive predictions is a task for System 2. Significant effort is required to find the relevant reference category, estimate the baseline prediction, and evaluate the quality of the evidence. The effort is justified only when the stakes are high and when you are particularly keen not to make mistakes.”

– Daniel Kahneman, Thinking, Fast and Slow




Part II: Key Points

•  System 1 is unequipped to follow logical rules; it sees cause and coherence in random events.

•  When the question is difficult to answer, System 1 automatically substitutes how one feels for what one knows.

•  Regression to the mean is a difficult statistical rule sometimes necessary for making accurate predictions; only a trained System 2 can apply it.
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OVERCONFIDENCE

Overview

In Part III, Kahneman looks at situations where intuition guides overconfident decision making about future events. Making decisions about the future is difficult. In certain cases, statistics are the best guide. Yet people confidently believe they can predict future events based on their knowledge of past events, or their intuition or expertise.

A complete understanding of the past is impossible because the mind ignores time and cannot account for myriad events that did not occur—a feat statistics alone can do. Further, the mind quickly forgets information and beliefs it replaces. Stories about the past cannot accurately predict the future; one’s confidence about decision making is based on feelings, rather than knowledge. Kahneman shows how long-term predictions made by a range of experts, from wealth managers to pundits, have been statistically proven invalid, as their judgment abilities are consistently outperformed by simple algorithms.


“Subjective confidence in a judgment is not a reasoned evaluation of the probability that this judgment is correct. Confidence is a feeling, which reflects the coherence of the information and the cognitive ease of processing it.”

– Daniel Kahneman, Thinking, Fast and Slow



Chapter 19: The Illusion of Understanding

The brain is not equipped to understand the past. People tell stories in order to understand the past, deal with the present, and know the future. But these stories can oversimplify events and downplay luck and randomness. Kahneman says the mind can’t handle nonevents. Instead, it creates order and coherence, when actually, luck plays a far bigger role in outcomes.

The human mind imperfectly reconstructs past beliefs. A new point of view wipes out former beliefs. This is called a hindsight bias. When something previously unknown becomes obvious, people often say, “I told you so,” with conviction, when in fact they had done no such thing.

Similarly, after-the-fact knowledge can lead to an outcome bias. For example, decision makers are often judged harshly for not having taken certain information into account—even though the decision was made before the information was known. Both hindsight and outcome bias stem from the mind simply not accounting accurately for what came before.

Chapter 20: The Illusion of Validity

Kahneman discusses two types of cognitive illusion: illusion of validity and illusion of skill. Both stem from System 1’s preference for coherence. The more coherent a story, the more confidence people have that it’s valid, even if it isn’t true.

Kahneman helped administer a test for the Israeli Army called the “leaderless group challenge.” Eight unranked men performed a difficult task together. Kahneman and his colleague had to observe them and decide which of the eight should get officer training. Their predictions proved only slightly better than if they had guessed. This should have shaken their confidence in their judgments, and made them modify their predictions, but instead, they experienced the illusion of validity: they felt confident in their coherent stories about the men even though they weren’t necessarily true.

The investment business is built on an illusion of skill. People who pick stocks feel confident in their skills and abilities, and the professional culture of the financial industry supports this belief. However, statistics show that traders’ success is as random as rolling dice. Even when Kahneman proved to directors of an investment firm that their traders’ performance did not correlate with financial outcomes, the firms proceeded as before, and went on rewarding traders based on luck rather than skill.

Another illusory role supported by willing believers is that of the expert pundit who predicts likely outcomes. A study analyzing eighty thousand predictions showed that forecasts made by experts, within respective areas of expertise, were less accurate than would have been obtained by monkeys aiming randomly at targets.

Errors of prediction are common, Kahneman explains, because unpredictability is intrinsic to life. A high level of confidence in someone making forecasts is never a reliable measure of accuracy: “low confidence could be more informative.”

Chapter 21: Intuitions vs. Formulas

Psychoanalyst Paul Meehl showed that statistical algorithms are better at predicting outcomes than trained professionals in a variety of areas (from predicting the longevity of cancer patients to the future price of Bordeaux wine). This is because algorithms compare simple combinations of features, while human decision makers introduce too much complexity. Human experts also tend to make inconsistent and contradictory judgments since they can be affected by priming, the halo effect, or the environment—factors that do not affect formulas.

It is possible to develop simple algorithms without prior knowledge of statistics. For example, Virginia Apgar invented a score to evaluate the health of newborns over breakfast with a medical resident. Her Apgar score is a list of five variables with three possible scores; the overall score indicates whether or not a newborn baby is in distress.

Experts may predict outcomes based on years of knowledge and experience. In the short range, professional intuition can be accurate. But for long-term forecasting, simple algorithms outperform experts. Formulas do not replace human judgment altogether; intuition enhances decision making after a System 2 data collection and analysis—but only after.

Chapter 22: Expert Intuition: When Can We Trust It?

Kahneman and Gary Klein, an intellectual leader of Naturalistic Decision Making—an association of scholars and students who study how experts work—jointly sought to answer the question, When can you trust an experienced professional who claims to have an intuition? By observing the work of fireground commanders, they determined that what one thinks is intuition is actually recognition—a function of memory. The validity of an expert’s judgment, then, depends on two basic conditions: (1) a sufficiently regular environment (e.g., a burning house), and (2) a lot of practice. Intuitive expertise develops gradually, in a predictably routine environment, by acquiring and practicing a collection of skills over time, ideally with immediate feedback. Driving expertise is acquired in this manner, as is surgical expertise. On the other hand, claims for intuitions about the stock market or politics, both highly irregular, are bound to be false.

Chapter 23: The Outside View

Long-term forecasting can produce very different results depending on whether one approaches it with what Kahneman calls the inside view or the outside view. An inside view is the perspective taken by a group undertaking a project and planning outcomes based on conditions during its launch. The inside view takes into account only the data obvious in the moment, then extrapolates. By not factoring in chance events, the inside view cannot plan with accuracy. The inside view can also cause the planning fallacy, believing too strongly in the best-case scenario and failing to consider the statistics of similar projects. The outside view accounts for randomness and unexpected events by factoring in outcomes of similar projects undertaken previously by other groups.

Chapter 24: The Engine of Capitalism

Those most likely to commit the planning fallacy and ignore the outside view are optimists. People with a cognitive bias toward optimism are doers and risk takers; often extremely self-confident, they possess an illusion of control, tending to underestimate obstacles. They are inventors, entrepreneurs, or political and military leaders who are resilient in the face of adversity. However, in business, optimists often ignore statistical predictions, don’t consider competitors’ actions, and can persevere irrationally, which can have disastrous consequences.

It can be difficult to tame optimism—especially for individuals. However, organizations can conduct premortems: before making a final decision, each member imagines the worst-case scenario has happened, and describes how it happened. Premortems can curb overconfidence, legitimize latent doubts, help organizations reconsider possible threats, and reduce the damage that plans overly influenced by the optimism bias can cause.

Conclusion

The best means of achieving accurate long-range forecasting is by using simple algorithms. Yet people confidently make decisions about the future based on simplified, feelings-based tales of the past. One’s understanding of the past, however, is illusory because the mind is not adept at dealing with nonevents or recalling data that has been revised. The world is too complex for the mind to fully comprehend, and so people create simple, causal narratives. These fictions are the basis of intuitive guesswork about future events.

Not all intuitive thinking is inaccurate. Expert predictions are valuable for short-term forecasts made in predictable, stable environments. However, since even expert thinking can’t account for randomness in future events, statistical models are the best tools for predicting future events.


“The confidence people have in their intuitions is not a reliable guide to their validity. In other words, do not trust anyone—including yourself—to tell you how much you should trust their judgment.

– Daniel Kahneman, Thinking, Fast and Slow




Part III: Key Points

•  One can’t predict the future based on the past because the mind is incapable of factoring in nonevents and randomness.

•  In prediction making, confidence is never an indicator of accuracy.

•  Expert intuition is useful for short-term prediction making; however, in long-range forecasting, simple algorithms are more accurate.
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CHOICES

Overview

In Part IV, Kahneman looks at decisions that involve risk. People hate to lose—and sometimes make costly gambles simply to avoid the pain of losing. Standard economics presupposes a rationality that does not reflect how humans actually decide things. The most powerful influence over financial choices is not numerical, but rather, emotional: the human aversion to loss. Loss aversion is not only material, it also applies to one’s self-image and sense of accomplishment.

Emotions frequently play a dominant role even when decisions are meant to be most rational—e.g., when one serves on a jury. Unless System 2 is alerted to make comparisons, or to use a broad framework when making evaluations, one’s choices will typically reflect the emotional biases of System 1.


“The concept of loss aversion is certainly the most significant contribution of psychology to behavioral economics. . . . Loss aversion refers to the relative strength of two motives: we are driven more strongly to avoid losses than to achieve gains.”

– Daniel Kahneman, Thinking, Fast and Slow



Chapter 25: Bernoulli’s Errors

Almost three hundred years ago scientist Daniel Bernoulli theorized that people don’t make money decisions based on numeric values, but rather on the psychological values that result—their utilities. But utility theory, according to Kahneman, is flawed; it fails to consider a reference point from which to weigh options before choosing. For example, person A and person B each have five million dollars today. Yesterday, A had nine million dollars and B had one million dollars. According to utility theory, they should be equally happy; but obviously A would be miserable to have lost four million dollars in one day. Utility theory fails because person A has a different reference point than person B. Kahneman believes Bernoulli’s flawed theory has endured because of theory-induced blindness: it is very difficult to see the flaws in a theory that has been accepted and used for so long. Resisting a theory requires work, and System 2 is easily tired.

Chapter 26: Prospect Theory

Utility theory looks only at the state of wealth to determine its utility. Prospect theory takes the reference state into consideration. The cognitive features of prospect theory align with System 1 thinking in three ways: (1) If someone is getting a raise, she will evaluate it relative to a reference point, or neutral amount, that she has in mind; if the raise exceeds the reference point, she will be pleased about the “gain,” and if the raise falls below it, she will be disappointed about the “loss.” (2) One feels diminishing sensitivity with changes in wealth; the difference between nine hundred dollars and one thousand dollars feels much smaller than between one hundred dollars and two hundred dollars. (3) Losses have a bigger subjective impact than do gains.

Prospect theory addresses these blind spots of utility theory, but has blind spots of its own: disappointment and regret.

Chapter 27: The Endowment Effect

Sometimes money choices are based on whether or not a desired item is already in one’s possession. If, for example, Professor R bought a rare bottle of wine for thirty-five dollars and Professor T asks to buy it for one hundred dollars, Professor R has to consider the pain of letting it go—this is the endowment effect. If Professor T does not yet own the wine and wants it, then he has to consider the pleasure of getting it. As illogical as it may be, people do not perceive the two points equally, but rather, always assign the pain of loss greater weight. The endowment effect applies mainly to goods held for use, and not goods held for exchange (e.g., a shopkeeper feels no loss when she exchanges shoes for money).

Chapter 28: Bad Events

The human aversion to loss is traceable to brain evolution. Detecting threat is a useful survival tool, so bad news gets prioritized. A single angry face stands out in a crowd of happy faces because it might signal a threat, but a single happy face goes unnoticed in a sea of angry faces. Loss aversion is an example of negativity focus in the brain, making people expend more effort to avoid loss than to achieve gains.

Chapter 29: The Fourfold Pattern

Kahneman discusses two common features of intuitive decision making: the possibility effect—weighting highly unlikely outcomes more than they deserve; and the certainty effect—giving near-certain outcomes less weight than their probability justifies. These effects are features of the fourfold pattern:

1) When a gain is probable, the certainty effect makes most people risk averse. They’ll pay a premium for certainty (e.g., they’ll accept a settlement in a lawsuit they were likely to win).

2) When a loss is probable, and a bad outcome almost certain, the certainty effect makes people willing to take a risk to avoid it (e.g., they’ll refuse to pay a settlement in a lawsuit they’re likely to lose).

3) When gain is unlikely, the possibility effect kicks in, and most people are willing to take a risk (e.g., buy a lottery ticket).

4) When a loss is unlikely, the possibility effect now makes people risk averse, and most will pay to avoid it (e.g., they’ll buy insurance).

Chapter 30: Rare Events

People often overweight the probability of rare events in decision making. Perceiving an unlikely outcome, such as a terrorist attack, with vivid detail can disrupt one’s ability to calculate its true risk. One then becomes prone to overestimating its probability. Overweighting probability and overestimating risk both stem from System 1 thinking. The more vivid a possible outcome in one’s mind, the more weight the mind applies in that outcome’s favor, and the less capable System 2 will be of making an accurate assessment.

Chapter 31: Risk Policies

Loss aversion can lead to poor decisions. Optimists, on the other hand, can be too willing to gamble. When individuals and organizations face decisions involving financial risks, it’s advisable to find the middle ground between these two extremes. Kahneman recommends combining the outside view with a risk policy (e.g., never buying extended warranties). The outside view shifts one’s focus from the immediate situation (susceptible to the planning fallacy) to the statistical outcomes of similar situations. Adopting a risk policy helps the overly cautious through broad framing—a general strategy that accepts occasional losses alongside occasional gains. Adjusting one’s stock portfolio quarterly instead of tinkering with it every day is an example of broad framing.

Chapter 32: Keeping Score

Worries about loss of wealth are not just economic; they are also emotional. People keep mental accounts of all kinds, which is a form of narrow framing that can lead to irrational money decisions. For example, when one sells a stock to free up some cash, he most likely chooses one that is up over the purchase price. This is the disposition effect. In fact, it would likely be better to sell a losing stock since the winner might continue to climb, and the loser is unlikely to turn around. Continuing to invest in a losing proposition is called the sunk-cost fallacy—not a wise choice. Sometimes one makes mistakes like these to avoid punishing oneself with regret later on. Kahneman says a better way to alleviate regret is to explicitly anticipate it. If the outcome is bad, remembering that one considered the possibility of regret beforehand will decrease its effect.

Chapter 33: Reversals

Life usually presents a narrow frame that allows people only single evaluation choices. But Kahneman says people make more rational choices when provided a broader, more inclusive frame. For example, when asked separately to donate to efforts to (a) save endangered dolphins, and (b) prevent skin cancer in farm workers, people often donate more to dolphins. However, when presented these choices together, as a joint evaluation, most people change their minds (making a preference reversal) and donate more to farm workers. Comparative judgments require System 2, and are likely to be more stable than single evaluations, which are susceptible to System 1’s emotions.

Chapter 34: Frames and Reality

System 1 is highly susceptible to emotional framing. If offered two choices, (a) a 10 percent chance of winning ninety-five dollars and a 90 percent chance of losing five dollars, or (b) pay five dollars for a lottery ticket that gives 10 percent odds of winning one hundred dollars and a 90 percent chance of winning nothing—most people would choose (b) even though System 2 should tell them it’s exactly the same as (a). System 2 is lazy, and without even realizing it, most people can be steered to make decisions, from moral to financial, according to how they are framed. People rarely have the chance to discover which of their preferences are frame-bound rather than reality-bound.

Conclusion

Decisions involving risk are at the mercy of System 1, which has a high aversion to loss. Loss-aversion trumps one’s desire to gain, and leads to costly decisions. One’s reference points may include: how much wealth she has to gamble, how strong her aversion to loss is, her mental accounting, and whether she is being manipulated by framing. Only by engaging System 2 in decision making can one escape these emotional biases.


“As we have seen again and again, an important choice is controlled by an utterly inconsequential feature of the situation. This is embarrassing—it is not how we would wish to make important decisions. Further, it is not how we experience the workings of our mind, but the evidence for these cognitive illusions is undeniable.”

– Daniel Kahneman, Thinking, Fast and Slow




Part IV: Key Points

•  Loss aversion overpowers the desire to make gains.

•  The brain assigns higher value to threats, so disproportionate weight is given to fear and worry in decision making.

•  Mental accounts can adversely impact one’s financial accounts.
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TWO SELVES

Overview

In Part V, Kahneman focuses on people’s two selves: the self that experiences and the self that reports about it. The experiencing self cannot speak, so the remembering self tells stories about what happened— stories that typically neglect duration in favor of the emotional peaks that stand out. Ultimately, one’s preferences are shaped by distorted accounts of one’s experiencing self. Apparently, what one experiences and what one remembers are two very different things.


“What truly matters when we intuitively assess . . . is the progressive deterioration or improvement of the ongoing experience, and how the person feels at the end.”

– Daniel Kahneman, Thinking, Fast and Slow



Chapter 35: Two Selves

The experiencing self and the remembering self are separate. One remembers emotional highs and lows that don’t reflect one’s actual experience over the course of the event. For example, if a man enjoyed listening to a long symphony that had a cacophonous ending due to a bad recording, and he judges the whole experience negatively, he is confusing the jarring conclusion with the actual experience. The most intense moment, the emotional peak, was negative, and it will likely distort his memory. Kahneman calls this the peak rule. Basing his future musical preferences on that distorted memory is called duration neglect. Ideally, one would like to extend pleasure and limit pain. However, System 1’s weak grasp of duration makes it difficult to identify long pleasure and short pains.

Chapter 36: Life as a Story

The experiencing self navigates one’s life. Meanwhile, the remembering self constructs stories to look back on. In these stories, and in studies that reflect people’s evaluations of entire lives, peaks and ends count much more than duration. Whether a life is relatively long or short, most people believe what is important is how one feels at the end.

Would a vacation seem worthwhile if all memories of it were wiped out at the end? Or would one willingly undergo surgery without an aesthetic as long as an amnesia-inducing drug were given at the end? People are largely indifferent to the feelings of the experiencing self. The remembering self is who one is.

Chapter 37: Experienced Well-Being

According to Kahneman, happiness studies have traditionally focused on life satisfaction, a function of the remembering self. To measure the well-being of the experiencing self, or one’s experienced well-being, Kahneman developed the U-index. The U-index measures the percentage of time one spends per day in an unpleasant state: four hours of a sixteen-hour day in an unpleasant state gives a U-index of 25 percent.

Knowing one’s U-index could help one decide to spend more time doing enjoyable things. Ideally, this means reducing the duration of unpleasant activities (e.g., commuting) as well as of passive pleasure (e.g., TV watching), and increasing active leisure (e.g., socializing and exercise). Improving the U-index for society as a whole would mean providing good public transportation, childcare, and more socializing for the elderly. A societal U-index reduction of 1 percent would mean millions of hours less suffering.

As for whether money buys happiness, Kahneman found that beyond about seventy-five thousand dollars, household income had no effect on experienced well-being. Kahneman believes this is because wealth reduces the impact of life’s smaller pleasures. However, higher income earners do report greater life satisfaction. Kahneman believes life satisfaction and experienced well-being are two different things.

Chapter 38: Thinking about Life

Happiness is complicated. Focusing on experienced well-being to measure one’s happiness ignores the importance of life satisfaction to the remembering self. And focusing on one’s overall life satisfaction ignores the importance of experienced well-being.

Sometimes one thinks buying something will bring happiness; but this is affective forecasting, and the thrill fades with time. Or maybe moving to a warmer climate will make them happy; but this is a focusing illusion that overweights climate and underweights other determinants of well-being.

To Kahneman, scientific advances in understanding happiness have made it only more puzzling. Therefore, Kahneman has come to accept a hybrid view of happiness that considers the well-being of both the experiencing and remembering selves.

Conclusion

The experiencing self and the remembering self are distinct, and the remembering self reports inaccurately, applying disproportionate weight to emotional peaks and ignoring significantly longer periods of time. As a result, even one’s account of his or her own happiness can be unreliable, unless it accounts for both selves.


“The mistake that people make in the focusing illusion involves attention to selected moments and neglect of what happens at other times. The mind is good with stories, but it does not appear to be well designed for the processing of time.”

– Daniel Kahneman, Thinking, Fast and Slow




Part V: Key Points

•  The experiencing self and the remembering self are separate.

•  Emotional peaks can distort what one remembers from an experience, as can an event’s ending.

•  A full account of happiness must consider the well-being of both the experiencing and remembering selves.







CONCLUSION

Kahneman believes decision-making research has practical applications. The concept of considering the well-being of the two selves—the experiencing self and the remembering self—for example, contributes to richer discussions about public policy, medicine, and welfare. And if countries included a measure of well-being in national statistics, Kahneman suggests, it could help reduce human suffering globally.

Citizens might be guided toward better decision making and more accurate judgments if behavioral economics were applied to nation policy making. This is happening already, in the US and abroad.

On an individual level, the ability to diagnose flaws in decision making has immediate personal value. For the very reasons that organizations make better decisions (they move more slowly and employ useful checklists), anyone can prevent errors in their own judgment. By simply slowing down before making important decisions and seeking assistance from System 2, one can broaden the frame for a problem, gather pertinent data, arrive at a decision, reflect upon it, and review it for accuracy.
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