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INTRODUCTION

HERE ARE FIVE widely held beliefs about marketing and decision making that we collected from recent publications. This book explains why these (and other) statements are becoming less true today, and why they are likely to be even less true in the future:

“A company’s brand is more important today than it has ever been.”

“Nurturing loyalty should be the marketer’s primary, day-to-day concern.”

“All customers are irrational.”

“An overload of options may actually paralyze people.”

“Positioning is the most important part of the marketing game.” 1

Why do we think that these mantras will become less relevant? Our answer is rooted in a fundamental shift in consumer decision making: Consumers used to make decisions relative to other things—a brand name, their previous experience with a company, an inflated list price, a brand’s advertising message compared to competing brands’ messages, or the other products a marketer chose to display on a catalog page or on the shelf. Conventional wisdom still holds that people’s choices can be greatly influenced by the context or the framing of an offer.

But for the first time this is starting to change and we’re moving toward an age of nearly perfect information. Review sites, shopping apps on smartphones, an extended network of acquaintances available through social media, and unprecedented access to experts and other sources, all mean that many consumers today operate in a radically different, socially intensive information environment. In a world where consumers enjoy complete access to informed experts and various information services, where they can instantly read the opinions of previous users, it’s much easier for consumers to predict their likely experience with a product or a service—it’s easier to know the absolute value of things.

When we talk about “absolute value” we refer to the experienced quality of a product. For example, the experience at a restaurant, the pleasure (or boredom) one might experience reading a book, the closeness of the shave, the actual comfort of headphones, or the usage value you get from using your camera. So “absolute value” doesn’t only refer to the technical specifications and reliability of a camera, but to what it is like to own and actually use it. In short: The new information environment around us allows consumers to predict much more accurately the experienced quality (or absolute value) of products and services they consider getting.

The implications for consumers and businesses are enormous. First, reliance on absolute values means that, on average, consumers tend to make better decisions and become less susceptible to context or framing manipulations. For businesses it means that marketing is changing forever. When consumers can more easily assess absolute values, this means that the influence of “relative forces” (such as branding, loyalty, and positioning) that used to drive predictions of the experienced quality of things is, for numerous products and services, rapidly declining.

The fundamental shift from relative to absolute requires managers, marketers, and business strategists to reexamine everything, and it gives rise to the need for a new way of thinking about marketing (and for a new language to talk about it). This is why we offer an entirely new framework (which we call the Influence Mix) for making more effective marketing decisions based on the mix of influence sources that your customers rely on. The reality is that the shift from relative to absolute is taking place in some product categories and for some consumers much faster than for others. This framework will let marketers better understand where things are changing and where they are not, and apply the marketing strategies and programs that are appropriate in each case.

Our agent, Jim Levine, always likes to say that a good business book should address three questions: 1) What? 2) So what? and 3) Now what? We can summarize everything we said so far by answering these questions: What? There’s a fundamental shift in consumer decision making. Instead of relying on relative evaluations, for the first time in history consumers have the tools to assess the absolute value of things. So what? This means that consumers are likely to make better decisions (on average) and that marketing is changing forever because people will rely less on proxies for quality such as brand names, loyalty, or positioning. Now what? All this gives rise to the need for a new framework and approach to marketing, which we call the Influence Mix.

To help you navigate through our book, we divided it into three sections which (more or less) correspond to the three questions above. In Part I—A Shift from Relative to Absolute—we establish the foundation. In Chapter 1 we show how a company can benefit from the shift: Since brand names play a reduced role as proxies for quality, ASUS was able to reach the fifth place in worldwide PC shipments without heavily investing in building its brand. Of course, we’ll go deeper into the theory (and will present some experimental evidence) regarding the shift away from relative evaluations in today’s shopping environment. In Chapter 2, we explain why some of the key demonstrations of “irrational” consumer decisions are becoming less relevant. We all have been flooded with books and articles about how “irrational” we are, but the new information environment actually allows us to make better choices overall that are based on absolute values—the building blocks of effective decisions. We’ve also heard a lot in recent years about choice overload—the notion that we are overwhelmed by too many choices—but in Chapter 3 we question the robustness of this notion. Using a variety of information search aides, most consumers can handle the available information selectively and efficiently; we also describe some new patterns in decision making that emerge in the age of abundant, low-cost information. In Chapter 4 we address a question that some readers may have on their minds: With the constant trickle of stories in the media about fake reviews and other attempts to game the system, why are we still bullish about absolute values?

In Part II—How Marketing Changes Forever—we describe previously unrecognized implications of the current environment for business, marketing practice, and consumer decision making. In Chapter 5 we explain why brands are losing their role as proxies for quality. We explore, for example, how Yelp affected the revenues of big chain restaurants, and the opportunities it opens to other businesses. In Chapter 6 we explore the topic of loyalty and satisfaction. When consumers rely on absolute values and less on their past experience, loyalty declines. What are the implications to business? You can never rest on your laurels (think Nokia or BlackBerry), but it also opens some opportunities. In Chapter 7 we discuss how some theories of diffusion are changing when uncertainty about innovations is resolved much faster than in the past. We’ll discuss, for example, how Pinterest defied the traditional thinking about technology adoption in Silicon Valley. Then, in Chapter 8 we argue that when it’s easier to assess absolute values, positioning and persuasion techniques are likely to become less effective. (In the old days, Volvo could position itself as the safest car. It’s much harder to do when customers use different information sources.)

In Part III—A New Framework—we introduce the Influence Mix, which should help managers determine where their products fall with respect to the evolving customer decision making. As we explain in Chapter 9, there are categories, segments, and situations where consumers still heavily depend on relative evaluations (while absolute values drive the choice of a new camera, brand names and habits continue to be key drivers in choices of beer). Once a company determines the mix of sources that influence its customers, that mix should drive their strategy. This applies to its communication strategy (which we discuss in Chapter 10) and its market research program (the subject of Chapter 11), and it can also differ by segment (which we cover in Chapter 12). Throughout this section we emphasize that the Influence Mix is dynamic. A segment that is currently influenced by traditional information sources can move to new sources rather quickly. This is particularly true as new sorting and search tools (which are even easier to use than existing ones) will keep emerging, which is the topic of Chapter 13. Then, in Chapter 14 we make some final comments about the shape of things to come and illustrate how particular managerial practices such as pricing or organizational structure might be revised to fit the new reality.

When we introduce the idea of absolute value to people, we get all kinds of questions, so let us briefly address the two most frequent ones (and we’ll expand on these and other questions later on). The first question that often comes up: Is there even such a thing as absolute value? Our answer is that when we talk about absolute value, we don’t necessarily mean to say that people will find the absolute best option (assuming that an absolute best option exists), and some ambiguity about the absolute best is likely to remain, in part because our own preferences are often vague and unstable. We’re talking about a “good enough” answer or about getting closer to (but usually not reaching) the absolute value of things. The second question we often hear: Doesn’t value depend on the individual? Isn’t it subjective? Our answer: Yes, an absolute value may very well differ from one person to another (though it may be similar for consumers who have similar tastes). Our point is that today you can more easily determine the absolute value of something to you, because you can get information from so many experts and users, some of whom may share your tastes. And even when an absolute factual answer cannot be determined, consumers usually prefer it over the answer they’ll get from a marketer.

Perhaps the simplest way to understand what we mean by “absolute” is to think about it as the opposite of “relative.” In the old days, consumers were much more susceptible to being influenced by relative things. When considering what laptop to get, Jeff made his decision relative to things like the brand name or his past experience with that brand, whereas today, with not much effort, Jeff can obtain good diagnostic information regarding his likely experience with that laptop, and thus get closer to the absolute value of that product.

We both used to believe in the currently accepted mantras regarding branding, positioning, loyalty, information overload, and consumers’ “irrationality.” Relative thinking is deeply embedded in the business world and, like everyone else, we’ve heard for decades that it’s all (or mostly) about how companies frame or position things. For each of us, this book represents a major journey away from our original beliefs.

As a researcher, Itamar started with a deep conviction that consumers typically do not have real preferences, are easily malleable, tend to act irrationally, and can’t really evaluate real quality. He, in fact, made his own contributions to reinforcing these beliefs, for example by discovering the compromise effect (consumers’ tendency to select the middle option from any option set placed in front of them). The rise of the Internet didn’t change these core beliefs. If anything, it seemed that the Internet added to the information overload and made consumers even more irrational and confused than in the old days. Yet a few years ago, Itamar started having second thoughts. He published some papers that raised questions about the effect of the current information environment on the validity of his own (and others’) prior research about consumer irrationality and inability to determine product quality.

Emanuel’s journey was different. Coming from the world of advertising, he was initially an avid believer in the power of promotion, branding, and positioning. In his mind, marketing started with brand awareness so you needed to hammer the brand name into people’s minds. As he made the shift to technology marketing, he started to appreciate the power of word of mouth and interpersonal influence and he wrote extensively about the topic. Although he was one of the first authors to write about the expected rise of interpersonal influence in marketing, his discussion was still within the framework of established marketing concepts and diffusion of innovation theory (which was rooted in a world of much greater uncertainty).

In 2008 we got together to write a book about the future of marketing. It didn’t take us long to agree that as humans we’re not well equipped to predict the future. But we also recognized that even though we can’t really tell what will happen, we see enough evidence in the present to discuss some possible directions. Itamar brought insights from decision making theory and consumer psychology. Emanuel brought his practical experience and his knowledge on interpersonal influence. We felt that together, perhaps we can truly understand what is really changing in the new environment and go beyond the rhetoric of recent buzzwords such as “the newly empowered consumer.” Over the past five years we’ve witnessed tools and platforms evolving to further enable access to absolute values: Review sites got better at sorting and summarizing information. Shopping apps on smartphones brought the trends we discuss to brick-and-mortar stores. New tools, apps, and websites kept coming and helped us realize the extent to which things are changing. That when consumers can get closer to absolute values, everything needs to be reevaluated.

We’re sure we’ll get some things wrong, and hopefully some things right. Our objective is not to pinpoint what will happen, but to think—and provoke thinking—about the future of marketing and consumer decision making.

Stanford/Menlo Park

May 2013
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FROM RELATIVE TO ABSOLUTE

WHEN JONNEY JHIH started talking about selling laptops under the ASUS brand, it didn’t raise too much concern among established players in the PC industry. Shih is the chairman of ASUSTek (known simply as ASUS), a Taiwanese company that was a contract manufacturer of notebook computers and game consoles. While ASUS was well respected among industry insiders, few consumers were aware of its existence. Conventional wisdom holds that you need to build a trusted brand in order to get people to open their wallets, and establishing a brand is notoriously expensive. Friends and colleagues warned Shih that he wouldn’t get far without brand awareness, name recognition, and heavy advertising.1

When we talked to him in 2013, it was clear that they were wrong. In 2012, ASUS reached the fifth place in worldwide PC shipments, at the expense of more established players, with prominent growth as the overall industry shipments declined. In the first quarter of 2013, ASUS reached the number-three position in worldwide tablet shipments, according to IDC.2

How could a company be so successful with almost no initial brand awareness?

We argue that Jonney Shih, and the $15 billion company that he heads, benefit from a fundamental shift in the way consumers make decisions. Consumers used to make decisions relative to other things—a brand name, a list price, or their own past experience with a company. But today, more and more decisions are based on the absolute value of things. What do we mean by that? As we explained in the introduction, when we talk about absolute value, we are not talking about some universal truth about a product, but about the actual experienced quality of the product for a certain consumer. In other words, we’re referring to a consumer’s ability to get closer to knowing her likely experience with a product.3

While relative evaluations are based on comparisons with whatever happens to be most prominent, or placed in front of you (the “local context”), absolute evaluations go beyond the local context, to use the most relevant information available about each product and feature, and they usually produce better answers. We want to say that absolute evaluations get people closer to the truth, but “truth” is too strong a word here. They get people closer to knowing what to expect.

Here’s one way that ASUS benefits from the shift away from relative evaluations. In the old days, consumers often used their own past experience with a brand as a key quality proxy. When Jane was thinking of buying a new laptop, the most accessible piece of information in her mind might have been this: “In the past, I used a Dell laptop that worked fine.” This was an easy reference point to use, and it led Jane to conclude that the new Dell models on the market must be good, too. Some of this way of thinking will continue, of course, but today Jane can easily find out much better information about any model made by Dell, HP, ASUS, or any other company. Even if you’ve never heard about ASUS before, you can do this exercise right now: Go to a review site such as CNET or gdgt.com and read reviews by experts and regular users. After reading a few reports, you’ll have a pretty good idea regarding your likely experience with a laptop from ASUS. As we are writing this, one laptop from ASUS has a rating of 88 (out of 100) on gdgt.com (the highest score for a Windows-based laptop). It gets a similar score on Decide.com, a tool that aggregates expert and user reviews.4

When quality can be quickly assessed, people are less hesitant to try something new, which means that newcomers like ASUS can enjoy lower barriers to entry. Shih and his team got a pretty dramatic demonstration of this when ASUS introduced its Eee PC in 2007. To say that competitors didn’t take the new product seriously is an understatement. “They laughed at us,” Shih says. But shortly after its announcement, the Eee PC started getting the attention of geek bloggers around the world. It had several things going for it. It was light. It had built-in wireless (unique at the time for its price point). Its operating system was a limited version of Linux, which meant that you didn’t have big memory-hungry Microsoft software. Most important, it was dirt cheap—$399. When the device shipped, users started discussing it online, and you could go to any review site and read the pros and cons from other users. By the end of 2008, this new device from a company virtually unknown in the United States sold almost 5 million units. All competitors jumped on the bandwagon with their own device, creating a new category known as netbooks.

ASUS is not known for its marketing. When Jonney Shih makes product announcements, you cannot avoid comparing him to Steve Jobs and his legendary demos. Shih is passionate, and his presentations can get quite dramatic, but with his business attire, parted hair, and the technical details he cites, it’s clear where he’s coming from—ASUS has a strong engineering orientation, and marketing usually takes a backseat. He has learned a lot, though, by watching Apple. An engineer by training, Shih used to be focused almost exclusively on specs and performance, but by studying Apple’s success over the years, he now understands the advantage of putting the consumer experience at the center. So in the past few years he shifted the company’s focus from its spec orientation to “design thinking,” which better fits today’s environment. The Eee PC was an early product of this shift in orientation.

There were several other interesting things that happened with the Eee PC, and they can give us a taste for what happens in the current information environment. We’ll talk later about the fact that there was no traditional market research done when the product was developed. Or that the adoption of the Eee PC didn’t follow classic diffusion theory. In one area where ASUS did things according to the textbook, it got its biggest surprise. We’ll come back to Jonney Shih toward the end of this chapter, but before we do, we want to go deeper into the shift from “relative” to “absolute” and discuss some research that demonstrates this shift.

EXPERIMENTAL EVIDENCE

You may have heard this story: Back in the 1990s Williams-Sonoma was selling a bread-baking machine. Sales were not great. Then the company added a second bread machine that was much more expensive, and something very interesting happened. Few customers bought the expensive model, but much to the company’s surprise, sales of the first machine nearly doubled. This is a classic example for how relative evaluations work. You may have also heard the advice consultants and scholars frequently associate with this story: If you want to boost the sales of a product, launch a more expensive one. Steering consumers to midrange products by introducing a high-end option sounds like a solid strategy, but how useful is it in today’s shopping environment?

We decided to examine this question. The above advice builds on Itamar’s dissertation and on research he published in the early 1990s with the late Amos Tversky, the leading psychologist of judgment and decision making. In a study that Itamar and Amos published in 1992, participants in one group had to choose between two Minolta cameras, one priced at $169 and the second priced at $239. Another group of participants was presented with the same two cameras and a third, more expensive one (priced at $469). The results of the original experiment were intriguing. The $239 camera was more popular in the second group than in the first one. In other words, just by adding the $469 camera, some people were influenced to choose the $239 camera instead of the cheapest one.5 Just as in the Williams-Sonoma example, this study demonstrates that people’s choice can be greatly affected by the set of options placed in front of them. Specifically, the camera experiment shows that people tend to choose the middle or compromise item among a set of options.

But are people susceptible to this compromise effect when they shop online?

In 2012 Itamar and a PhD student named Taly Reich ran a new study. In it two groups of participants were under very similar conditions to the 1992 experiment. One group saw two Canon PowerShot cameras, and the second group saw three Canon PowerShot cameras. What happened? The results were very similar to what was shown twenty years earlier: Adding a third (more expensive) camera drastically increased the relative percentage of people who chose the mid-priced camera. This wasn’t too surprising. After all, the human brain has not changed in the past twenty years, so we expected this experiment to show the same results when conducted under similar conditions.

But we were more interested in two other groups of participants, who were put in more realistic shopping conditions. People in these groups first saw what consumers usually see when they shop for a camera on Amazon.com: lots of options, a variety of prices, reviews written by consumers, and so on. After they looked at all the Canon PowerShot cameras available on Amazon, participants in these groups were asked to assume that they have narrowed their choice down. Now participants in one of the groups saw two cameras while participants in a second group saw three cameras, as in the original study.

What was the outcome? The compromise effect was gone. It completely disappeared. It vanished.

This new experiment demonstrates the shift from relative evaluations to absolute evaluations. What happens here is easy to explain: Participants in the restricted conditions compared a camera to whatever was in front of them. When there were just two cameras, they compared them to each other, and when a very expensive camera was put in front of them, it dramatically shifted their preferences. But this wasn’t how things worked for the two “Amazon groups.” They were not restricted by the “local context.” This is much more similar to what happens in today’s reality. In many cases today, our decisions are no longer driven only by what happens to be in front of us or is top-of-mind. Instead, we can easily and quickly evaluate things based on a global context—other sources, information, and options that are not under anyone’s control. Judgments are still relative, but the reference points can be based on the best of what’s available out there.6 As a result, a tendency to prefer compromise options has diminished (though it is unlikely to go away).7

Why did consumers used to rely on relative evaluations so much? Relative evaluations derive from limitations that we all share as humans: First, we tend to be “cognitive misers.” What do we mean by that? It’s not necessarily that we’re lazy, but our mind tends to do whatever is easiest. When making a decision, we use only a small amount of information and it tends to be the information that is easiest to access. It may be, for example, the most easily accessible prior knowledge, or whatever we happen to see at the moment.8 This comes at the expense of harder things like searching our brain for potentially relevant information or looking for other options somewhere else. Second, we have a hard time looking at something and assessing its quality, so we do the next best thing and rely on evaluations relative to generic, top-of-mind (though often not very useful) reference points or quality proxies. Such proxies may include brand name, prior satisfaction with other products by that brand, the image of the store where it is sold, or the reputation of the country where the product was manufactured. That’s just the way we are: absolute-value challenged, cognitive misers who are addicted to comparisons. We can’t look at a dishwasher and determine its value or how well it will clean the dishes. But place two dishwashers in front of us, and we will instantly start comparing their features and prices.

When we examine the practice of marketing through the twentieth century, we can say that it was largely geared to communicate values relative to reference points. As consumers, we depended heavily on relative evaluations: We chose one item on the shelf because it looked better or cost less than the one next to it. We evaluated products relative to our prior experience with a particular brand. We evaluated the price of a car relative to its sticker price. In short, we evaluated things relative to whatever was most accessible to us. But what would happen if one morning we woke up and were freed from our addiction to relative evaluations because we suddenly were able to assess absolute values?

PLANET ABSOLUTE

Let’s imagine a planet—we’ll call it Planet Absolute—that is almost identical to Planet Earth. There’s only one difference: Before you buy something on Planet Absolute, you press a magic button and know everything you want to know about it—you know exactly how good or bad that product or service is going to be, and how you will like it after using it. Economists would call this “perfect information.”

How would people make decisions on Planet Absolute?

They wouldn’t rely on a brand to determine the quality of a product. They would just press the button. They would not be too impressed by the fact that a product is made in Germany or any other country with a reputation for high quality. They would just press the button. They wouldn’t even care as much about the fact that they loved the last model of a product. When evaluating a new model, they would just press that button. When a consumer would shop for a car on Planet Absolute, she would not need a bunch of indirect proxies to assess her likely experience with a specific model. While she would still be affected by image and status, she would not need a brand name to assess the car’s quality.

A state of perfect information is of course theoretical and we obviously will never reach the hypothetical Planet Absolute, but in more and more areas of life, we’re starting to get closer to absolute values, which make us less dependent on relative evaluations. The human brain is not changing, but a fundamental shift in our information environment is under way, with far-reaching, evolving implications for consumer decision making. As we pointed out earlier, when we talk about absolute values, we’re talking about a “good enough” answer. We don’t mean to say that people will find the absolute best option in every category. In all likelihood, this won’t happen unless they waste too much time. Furthermore, some ambiguity about the absolute best will remain in many cases, in part because our own preferences are often vague and unstable. However, there is no doubt that, with little effort, people can obtain today high-quality, diagnostic information regarding their likely experience with a product or a service.

It’s also worth emphasizing that we’re not talking about the obvious observation that consumers can easily find a great deal of information these days. The main difference we are talking about refers to the assessment of quality. In the past, consumers had a hard time assessing quality before purchase. This gave rise to much of what we know as marketing—various quality cues such as brands, prices, country of origin, much of advertising, and so on. But this is changing.

WHAT DRIVES THE SHIFT FROM RELATIVE TO ABSOLUTE?

A technological revolution, still in its infancy, is driving this shift, as new tools help us assess the quality of products and services we’re considering. Aggregation tools, advanced search engines, reviews from other users, social media, unprecedented access to experts, and other emerging technologies—these things make it possible for consumers to make better decisions without having to rely on relative evaluations.

Examples are all around us: A woman compares prices of video games at a big retail store. Using “relative” tactics, the retailer can influence her choice by placing a game they want to push next to a very expensive one, making the former look like a bargain. But then the woman scans the bar code of the game, using her smartphone, and finds out that it’s available at the store next door for less than half the price (and even cheaper online). Another example: A young man is considering buying a new TV. In the past, he would evaluate his options relative to his prior experience with a particular brand, say Sony. Today he’s more likely to read reviews on Amazon.com or BestBuy.com, or go to some product rating site.

Some of the tools that we talk about won’t be new to many readers, but this doesn’t make their impact less dramatic. Sometimes taking stock of what has transpired in front of our eyes can be startling, and it’s worth stopping for a moment to look at what has happened in the past decade. Review sites (from Amazon and CNET to Yelp and Zagat) tell us about the reliability and usefulness of products, and help us predict the experience we can expect at restaurants or hotels. Through social media, it’s become so easy to get recommendations from friends and acquaintances. Post a quick question on Facebook or Twitter (“Can anyone make a camera recommendation?”) and you are likely to get customized advice from a knowledgeable friend. Use Facebook’s Graph Search to find out what your friends (or their friends) say about a particular restaurant or movie.9 Assessing value and price has become much easier, too: Mobile apps such as Decide.com, ShopSavvy, or Bakodo inform us about the resale values of products.

Unprecedented access to experts is another fundamental shift that often goes unnoticed. Think about it: At its peak in the 1990s, PC Magazine’s circulation was 1.2 million copies. This may sound like a lot, but today expert reviews are available to anyone who uses the Internet—more than 200 million people in North America alone.10 These days you can also find very quickly and quite accurately how popular (or unpopular) things are. The publisher of our book may publicize it as a “national bestseller,” but claims about the book’s popularity won’t be that effective, because you can see our book’s ranking on Amazon at any time. Similarly, a maker of a new gadget can tell you that “everyone’s talking” about his latest invention, but a quick search on Twitter or a myriad of other tools will tell you if this is indeed true.

And this is just the beginning. In the coming years, we can expect to have access to even more data that will be better organized and interpreted. We explore some of these future trends later on in the book. We’re not going to try to predict future technologies (humans are limited in this respect), but we’ll discuss where things may be going. The cumulative effect of even just the existing technologies, and their dramatic effects on how consumers make decisions, pose a major challenge to established ideas about marketing and related business functions. Simply put, it makes influencing through relative tactics and indirect cues (such as brand and price) much harder.

Aggregation tools and review sites are not without problems, so we’re sure some readers have some (valid) questions on their minds: Can’t these technologies be manipulated by unscrupulous marketers? Isn’t the wealth of information creating tremendous clutter that makes decision making even more difficult? Since people are different from each other, how can an evaluation by one person help another one? What about matters of taste? And will people actually take the time to use these tools? We’ll address these and related questions throughout the book, but here is a brief preview of our answers:

First, can’t these technologies be manipulated? No doubt some companies try (and will always try) to game the system, for example by planting positive reviews. Yet despite alarming articles that pop up periodically in the press about fake reviews, paid bloggers, fake “Likes,” or other manipulations, we think that manipulators will usually have limited impact, and their effectiveness will decline as rating systems find better ways to deal with them. Reviews are not perfect, but the one solution that consumers are not turning to is trusting marketers as the main source for information regarding quality. Consumers are much more likely to migrate to sources they do trust, such as experts, or recommendations from friends and acquaintances (which are much more accessible today). We discuss this in great detail in Chapter 4.

The second question: Isn’t the wealth of information creating tremendous clutter that makes decision making even more difficult? We’ve heard a lot in recent years about the concept of “too much choice” and information overload, the notion that too many options and too much information may overwhelm consumers to a point where they don’t buy at all or make poor decisions. Many observers use these concepts to support their belief that brands and loyalty are more important than ever. We don’t think so. First, the idea that consumers should or will consider all or most of the available information indiscriminately is an unrealistic “strawman,” as we’ll explain in more detail later. The web provides very effective tools for sorting and using the most relevant information. Also, based on a recent review, it appears that the choice overload problem is not nearly as serious as one might expect based on some highlighted findings. The review article, which combined the results of fifty experiments dealing with the phenomenon, concluded that “the overall effect size in the meta-analysis was virtually zero.”11 And with the steady improvement in information and option-sorting tools, the overload problem will become even less significant. While we agree that under certain conditions people can be overwhelmed by too many disorganized options, in most real-world buying situations, options are already well sorted (more on choice overload in Chapter 3).

Since people are different from each other, how can an evaluation by one person help another one find the absolute value of a product? First, the absolute value of a product consists of some components that are universal. For example, everyone prefers reliable products over unreliable products. So evaluations from other consumers and experts can be very helpful on that front alone. But it goes beyond that: There are indeed components of absolute value on which people differ based on their tastes, interests, and abilities. For example, some shoppers for a camera may define quality based on whether a camera is easy to use and fully automatic, whereas other shoppers prefer cameras with sophisticated manual override features. Some people may evaluate a cruise on whether or not it is family-oriented, while other people may evaluate it on whether the cruise is oriented for older people who are sensitive to noisy kids. The good news is that consumers can select those reviews (or expert opinions) according to what’s important to them. They can usually rather easily determine if the source of the information fits their type; for example, when assessing absolute values of cameras or cruises, one can usually determine if the source of the information is knowledgeable about the topic and how similar they are to the reader. Which leads us to matters of pure taste. When it comes to such decisions, it’s true that it’s harder to talk about absolute values. Who’s to say if Midnight in Paris is a good film or if Giorgio Armani is the right perfume for you? But clearly, this doesn’t prevent people from relying on reviews and other tools to find out how those similar to them rate a movie, a book, or a restaurant. Just look at the number of reviews of food, perfume, and fashion (to name just a few categories where personal taste plays an important role). There are tools that allow you to find large groups of people who share your taste, but the key point is that even when an absolute factual answer cannot be determined, consumers clearly prefer it over the answers provided by marketers.

Finally, will people actually take the time to use these tools? People already use—and trust—these tools in a big way, which turns them into an important factor in decision making regardless of any limitations. Consider just three facts:


	Consumer confidence in reviews around the world is increasing. In 2012, 70 percent of consumers surveyed online by Nielsen indicated that they trust online reviews—an increase of 15 percent in four years.12

	Thirty percent of U.S. consumers start their online purchase research with Amazon.com, which, with its wealth of reviews, has become a clearinghouse for product information.13

	Research done for Google in 2011 found that the average shopper consults 10.4 sources of information prior to purchase—almost twice as many as in the previous year.14 Although more studies are needed and the actual number of sources consumers consult varies greatly from one purchase and product category to the other, the trend is clear.



Back to Jonney Shih and the launch of the Eee PC. As we said, there was one thing that Shih and his team tried to do according to the textbook. This was to clearly position the Eee PC and define its target market. But this is where they had their biggest surprise. ASUS tried to position the Eee PC as a low-end device geared at people who haven’t owned a PC before—children and the elderly. But most people who actually bought the Eee PC already had a computer. Many of them were businesspeople and other users on the go who wanted to have a second (lighter) laptop. That’s another (not uncommon) phenomenon in this new information environment: You offer a product or a service and certain “target” segments adopt it and position it as they wish. It’s hard to position things in people’s minds when they have access to all the information they need.

There was also no traditional market research done in developing the Eee PC. We actually doubt that it would have predicted the success of this device. One reason is that if ASUS were to have conducted research, they would have picked a sample from their target market (first-time PC users) and not from the people who ended up buying it. The broader reason is that market research tries to predict people’s preferences, but increasingly, decisions are influenced by the opinions of other consumers and experts. As we discuss in a later chapter, some market research, for example, missed the success of the iPhone: In 2007, a study among ten thousand people around the globe concluded that there is no real need for a convergent product such as the iPhone in affluent countries like the United States.

The adoption of the Eee PC didn’t follow classic diffusion theory. A lot of business thinking is still based on the belief that a product is first adopted by a few innovators who are willing to take risks, then by early adopters, then by the early majority, and so on. This gradual model (which made perfect sense in an environment characterized by high levels of uncertainty) is becoming less relevant when anyone can find useful information shortly after a new product launches. Not long after the Eee PC shipped you could easily find information about it on blogs, review sites, and in mass media.

All of ASUS’s success stories don’t mean that its future is secure. The same forces that enabled its rise may allow the company to fall just as fast. Some marketing experts love to talk about brand loyalty, yet this is another thing that is changing in this new era. When quality was hard to predict, it made sense to stick with a familiar brand. But when you can quickly assess the quality of things, loyalty doesn’t help consumers as much. Brand equity is simply not as valuable as it used to be. Don’t get us wrong. Being Apple is still better than being ASUS. Brand equity is still valuable in terms of name recognition, continuity, and in some cases, emotional attachment and prestige. (As we are writing this, Shih is benefiting in this sense from some highly visible partnerships with Google.) But brands play a reduced role when it comes to assessments of the quality of a product.15

ASUS is not an anomaly. Throughout this book we’ll meet companies that benefit from the shift to absolute evaluations in a variety of industries: HTC in mobile, Pinterest or Instagram in apps, Acer (Shih’s former employer) in laptops, Hyundai in automotive, Shark in vacuum cleaners, Ninja in kitchen products, LG and Samsung in . . . everything.

We realize that some of the points we made in this chapter call for much explanation. From telling people about this book, we have learned that some of our points (such as the decline of brand or loyalty as quality signals) tend to generate resistance (and even hostility) from some marketers. In the next few chapters we’ll go into great length to explain and support these claims. And some other things have to be said here: First, revolutions are messy and rarely happen overnight. The shift we’re discussing here is far from being an instantaneous, smooth ride to perfect information. Second, the trends we describe in this book will not happen evenly across the board. As we explain in Part III, we don’t expect these trends to apply in the same way to cars and toothpastes, to well-connected and to less connected consumers, and to decisions made with or without time pressure. There are categories, segments, and situations where consumers still heavily depend on relative evaluations. Finally, it’s worth mentioning that people are not becoming smarter or more logical. No worry; we’ll all continue to be susceptible to some irrelevant influences and make some error judgments.

For now, even if you’re not convinced about all the implications we described, let’s recap the main point of this chapter, which is the shift in consumer decision making from reliance on relative values to absolute values. In the past, we made decisions relative to other things that happened to be most accessible. Today, in many cases, our decisions are no longer restricted to what happens to be in front of us. In today’s socially intensive information environment, we can easily evaluate things based on the best information out there, and thus get closer to the absolute value of things. We have a much better idea about our likely experience with products and services. So, counter to what we frequently hear, consumers will, on average, make better choices and act more rationally, which takes us to the next chapter. . . .
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THE DECLINE OF “IRRATIONALITY”

A FUNNY THING has happened to the concept of “irrationality”: Over the past four decades, thousands of experiments have suggested that by changing things like the context or framing of an offer, marketers can easily sway people to act in “irrational” ways. In the past few years, this idea has started percolating into the mainstream. Ironically, just as the concept is gaining popularity, it’s becoming less representative of reality.

It’s easier to be rational when you rely on absolute values.

No, we’re not suggesting that people will start behaving fully rationally (the way economists assume they would) anytime soon, that any basic cognitive abilities are changing, or that they will be totally immune to manipulation. (And this, of course, includes the authors of this book. We have our share of embarrassing stories where we bought lemons or useless products but made every effort to use them to “get our money’s worth”). But a shift is indeed taking place as a by-product of the new reality.

Putting it all in historical perspective, we can say this: In the beginning, economists and other scholars believed that people are generally rational utility-maximizers, know exactly the value of each product feature, and that those susceptible to decision errors will learn from their mistakes. Over the past forty years, many decision researchers have portrayed people as inherently “irrational” and error-prone (and to set the record straight, Itamar is among those responsible for the portrayal of consumers as susceptible to various seemingly irrational influences).1 They showed in numerous (often intriguing) lab experiments that with the right framing or context, an experimenter can cause people to reverse their preferences. In this book we try to go a step further: We of course recognize that people’s minds have limitations that won’t change, but we examine what happens to these limitations in a new environment that is less hospitable and conducive to such “irrationality” effects.

We need to clarify the term “irrationality” in our context. We put the word in quotation marks because, as Daniel Kahneman points out in his book Thinking, Fast and Slow, the word connotes impulsivity, emotionality, and a stubborn resistance to reasonable argument. Without quotation marks, it’s too strong a word in our context. In fact, Kahneman writes: “I often cringe when my work with Amos [Tversky] is credited with demonstrating that human choices are irrational, when in fact our research only showed that Humans are not well described by the rational-agent model.”2

So what do scholars mean when they say someone is “irrational”? Probably the least ambiguous definition is related to behavior that is inconsistent with the economic concept of value maximization. For example, a consumer who selects an option that is clearly inferior or switches from choosing A over B to choosing B over A due to seemingly irrelevant factors is said to exhibit “irrationality.” Are people who believe in UFOs irrational? Not in this context. A decision is regarded as irrational if it clearly shows that the person’s decisions are inconsistent, incoherent, or unambiguously represent an inferior choice for that person given his or her beliefs, values, and preferences. While we may be critical or even ridicule the belief in UFOs, there’s nothing “irrational” about it as the term is used in this field.

Numerous studies have demonstrated that consumers’ decisions can be influenced in different ways. These influences fall into three broad categories—framing effects, choice context effects, and task effects. “Irrationality” studies are rather intriguing and new studies keep coming, but how representative are they of today’s reality? What happens to these theories of choice manipulation and influence in the “noisy,” information-rich, and socially intensive environment that is developing? We argue that the new environment significantly changes how things work. First, the relevance of these influence tactics has diminished in a world where people can easily assess quality. On average, better decisions are being made based on the information that’s available. Second, the noise that all this information creates has a surprising effect. In the next few pages we’ll discuss each of the categories—framing, context, and task—and explain why they are less relevant in the new information environment.

FRAMING EFFECTS

On the same day in March 2012, USA Today announced that the Federal Reserve annual stress test failed four of nineteen big banks, while the New York Times’ headline read: “15 of 19 Big Banks Pass Fed’s Latest Stress Test.”3 So in this case an editor at USA Today chose to frame the news more negatively than a counterpart at the New York Times. It turns out that framing can significantly affect our perceptions, memories, and the choices we make. An intriguing study illustrates how framing can affect even the perception of taste. In an experiment conducted at the University of Iowa by Irwin Levin and Gary Gaeth, participants rated beef that was presented to them as “90 percent lean” as better tasting than beef that was presented as containing “10 percent fat.” It was the same beef and the same information. Clearly, the taste of beef should not depend on how it’s labeled. But when the researchers tweaked the message to sound more positive, those people who saw it as “lean” tended to like it better.4

Framing still works just fine in the lab, and many marketers continue to believe that they can affect people’s perceptions by framing something positively. But what happens to this effect in today’s reality? In 2012, we saw an example of how framing works today (or doesn’t): There’s a food product used in the United States that’s produced from the bits and ends left over in the butchering process. The fat is removed by heating and spinning, and then this leaner mix is treated with ammonium hydroxide to kill bacteria. The makers of the product found a nice-sounding name for it—“lean, finely textured beef”—and, for a while, framing seemed to be working like in a textbook.

Except that in 2002 a microbiologist at the U.S. Department of Agriculture by the name of Gerald Zirnstein offered a less flattering framing for the product. In an email message to colleagues, he referred to it as “pink slime” and added: “I do not consider the stuff to be ground beef, and I consider allowing it in ground beef to be a form of fraudulent labeling.”5 As long as Zirnstein’s framing was not made public, the makers of the product were doing fine, but in 2009, the New York Times published the term in an article. Sometime later, celebrity chef Jamie Oliver discussed the topic on his TV show and a blogger named Bettina Siegel, whose blog “The Lunch Tray” focuses on kids’ food, picked the term and started an online petition asking Secretary of Agriculture Tom Vilsack to stop using “pink slime” in school lunches. After just nine days, more than two hundred thousand people signed the petition and the USDA announced that it would offer school districts a choice of beef without the product. With additional coverage on ABC News, public perception of the product shifted, and the largest U.S. supermarket chains announced that they would no longer sell products containing “lean, finely textured beef.” The bottom line is this: Framing works in the lab where people are not exposed to any alternative frames. When consumers rely on information from multiple sources, framing effects are likely to be weaker and, in some cases, dissipate completely. Of course, marketers, such as political consultants, will continue to look for just the right terms that might help promote their causes and hurt competitors, and in some cases they will be successful. But frames offered by marketers face tougher competition and are sometime neutralized by alternative frames.6

CHOICE CONTEXT EFFECTS

Remember the camera experiment from the previous chapter? As you recall, adding an expensive camera to the choice set caused some consumers to choose the moderately priced camera instead of the cheapest one. This is a perfect example for a context (or choice set) effect (the context of the offer affected people’s decisions). Let’s look at another one: Suppose you’re shopping for a shredder and you see two options. One shredder costs $20 and can shred up to 7 sheets of paper at a time. The second shredder costs $50 and can shred up to 11 sheets of paper at a time. Which one would you choose? If you care about cost you would probably choose the first one; if you care about the number of sheets, you would choose the one with higher capacity.

Now, suppose that you’re shopping under different conditions and you actually see three shredders: one at $20 that shreds 7 sheets at a time, the second at $50 that shreds 11 sheets, and a third shredder that costs $95 and can shred up to 12 sheets of paper at a time. Which shredder would you choose now? When Taly Reich and Itamar ran this study recently, adding the $95 shredder that shreds 12 sheets increased the number of consumers who chose the $50 shredder instead of the cheapest one. While this may look at first glance like another case of the compromise effect, what’s going on here is different. This is known as asymmetric dominance, an effect that was first shown in 1982 by Joel Huber and his coauthors from Duke University. Essentially, those who chose between just two options saw a cheaper shredder that shreds fewer sheets against a more expensive shredder that shreds a higher number of sheets. But adding the $95 shredder that shreds 12 pages made the $50 shredder look like a winner: This shredder shreds almost as many pages for almost half the price! Companies can (and do) use this effect (sometimes referred to as the decoy effect) in selling hard drives, MP3 players, and other products.

But what happens to this effect when people shop online with full access to information? As with the camera experiment, Taly and Itamar also tested this effect in “Amazon” conditions. As opposed to the two groups that saw the shredders in isolated conditions, there were two groups of participants that were put in more real-life conditions. They first saw what consumers usually see when they shop for a shredder: a variety of options and prices, plus some reviews written by consumers. Once they looked at all the options, they were asked to assume that they have narrowed their choice down. Now, participants in one of the groups saw the two shredders (costing $20 and $50), while participants in a second group saw three shredders (costing $20, $50, and $95).

What was the outcome? The asymmetric dominance effect was gone. Not a shred of the effect was left.

Here’s a story we came across that can help us further discuss the diminishing relevance of context effects in today’s world: Not long ago, an Israeli real estate agent met an acquaintance who was selling his apartment in Jerusalem. When the agent inquired about the asking price, the man said he’s listed the apartment for 2.1 million shekels, which surprised the experienced agent, who pointed out that similar apartments in the area usually sell for about 1.85 to 2 million shekels. With a mischievous wink, the man shared the little trick he had devised. In addition to listing his own apartment, he placed ads for three fictitious apartments in the same neighborhood for much higher prices ranging from 2.2 to 2.35 million. His idea was that potential buyers would see these ads and therefore feel that his asking price was a bargain. This is a context effect similar to examples we discussed earlier. Putting aside the serious ethical and legal questions that are beyond the scope of our book, let’s ask a simple question: How likely is this trick going to work in two different markets? In one market, buyers have no information whatsoever about past transactions. In the other market, buyers know every single detail about all past transactions. Clearly, the man’s trick is less likely to work in the second environment.7

While we’re still far away from “knowing every single detail about past transactions,” a buyer in the United States today can use several tools that will give her a very good idea of what’s a reasonable price for a property. A quick search on Zillow.com will give her an estimate for the value of a particular house that is based on past transactions around that property. She can then view the details of many of the houses sold in the area to develop a sense of what’s a reasonable price. Zillow is far from being perfect, but it limits sellers’ ability to play such tricks.8

TASK EFFECTS

The way consumers’ preferences are expressed and formed can also significantly affect people’s choices. It turns out that if you ask people to select a product one way, they will choose product A, and if you ask them in a different way, they will choose product B. In a study that Stephen Nowlis and Itamar ran, subjects were asked to select between two toasters. When people were asked to simply pick one of the two toasters, they picked the less expensive brand (Kmart store brand). When people were asked to rate the two toasters, they preferred the better-known brand name (Black & Decker). This concept has many practical implications to marketers. For example, many retailers present their private-label brands next to the corresponding national brands. Conversely, products with a main advantage that is more qualitative (a well-known brand, for example) and harder to compare than price are likely to sell better if they are presented in a way that makes it difficult for buyers to compare (for example at an end-of-aisle display, also known as an end cap).9

This type of effect is also likely to be weaker as shopping environments are changing. A marketer of an expensive product who pays extra for an end cap display can hope to avoid direct comparison. But things can be very different when consumers are armed with smartphones and apps such as ShopSavvy that let them scan the bar code of a product and display prices in other retail stores. An app like GoodGuide displays alternative products based on attributes the consumer cares about. When assessing the quality of offers is supported by these types of technologies, swaying people’s choices using “irrationality” tactics is far from being trivial.

Up to this point, we’ve seen how framing, context, and task effects are becoming less effective and less relevant. Part of the reason is that people are able to better assess the quality of things, but there’s another, less obvious reason. . . .

THE SURPRISING POWER OF NOISE

Influence and manipulation work best when there’s full control over what people are exposed to, and “noise” is kept to a minimum. What exactly do we mean by noise? Noise refers to any information that is not under control, often consisting of diverse pieces of data from different sources, about different aspects and options.

The following experiment hints at the difference between how people decide in isolation, and how they decide in a dynamic noisy environment. In 2006, Raymond Fisman, Sheena Iyengar, Emir Kamenica, and Itamar published a paper about speed dating. A few days before the actual speed dating event, participants were asked what factors were most important to them in a mate. Not surprisingly (and consistent with prior research) women were much less likely to say that physical attractiveness would be important. That was their theory when all they saw was a well-structured survey on a computer screen. But something completely different happened once these women participated in the actual event: They appeared to have forgotten their stated criteria. Attractiveness was almost as important for women as it was for men. Part of this may be explained by the fact that when speed dating, women couldn’t accurately predict the “earning potential” of men (which has often been found to be a key driver for women). Yet a more relevant factor in our context has to do with the noise associated with speed dating—up to twenty dates, each lasting four minutes, all happening in the same (literally) noisy room. Instead of a clean survey, you’re exposed to hundreds of diverse pieces of data, with different aspects and options.

The experiments we described earlier have one thing in common: Researchers in all cases had full control over what participants saw. For example, students who participated in the original 1992 camera experiment were sitting in a quiet classroom and focused on a piece of paper that featured either two or three cameras. That’s all. They couldn’t talk to each other, surf the Web, check their iPhones (who even dreamt of an iPhone back then?), or do anything else that would distract them. One of the guiding principles in planning such studies is limiting what the participants see, how they see it, and how much information they have.

We cannot think of an environment that is farther away from a quiet lab than the World Wide Web.

When the camera experiment was repeated in 2012 in lab-like conditions (that is, people were limited in what they saw), things worked as in the original experiment. But things worked differently when people were free to see other options. A follow-up study with these participants showed that they had poorer recall for the attribute values of the options. In other words, it wasn’t necessarily that they looked around, found a better camera, and decided to stick with it. It’s probably more likely that they saw so much stuff that the noise “spoiled” the effect.

The truth is that even that experiment was more structured than what typically happens in real life. Participants were limited to Amazon and were asked to focus on Canon PowerShot cameras (or on Fellows shredders in the shredders experiment). Consumer searches in real life are often even less structured. When we recently typed the word “camera” in Google, we immediately saw ten cameras from different makers, ranging in price from $69 to $945. What’s more—hundreds of consumer reviews were accessible from that page. These reviews create two effects. The first is straightforward—even though reviews are not perfect quality indicators, their content helps consumers assess the quality of offers. But the second effect can be as powerful: This avalanche of information creates a lot of noise—a lot of distractions that create situations that are quite different from those in sanitized lab experiments and “spoil” the necessary conditions for marketers to influence.

This is the surprising power of noise—in the current information environment, influencing people is a bit like trying to hypnotize someone while riding a motorcycle at 100 mph. There are just too many distractions.

We are certainly not proposing that lab studies of consumer decision making no longer serve a useful purpose in the current environment. We argue that, by and large, our ability to generalize from tightly controlled experiments (with limited information) to consumer decision making in reality has been diminished. The gap between the lab and reality is getting wider. In particular, lab “effects” that depend on tightly controlled reference points may often not apply to a noisy environment that is characterized by unpredictable reference points and widely different contexts. This means that lab results can often lead to misleading conclusions that misrepresent what happens in reality.

Buying products in the twentieth century was an experience that was more conducive to influence by marketers. Even though you weren’t as isolated as in a lab, you were usually in some controlled environment. You stood at the store in front of a limited number of dishwashers, or you looked at a catalog that came in the mail and focused on a few items on the page. You were usually confined to a small set. Things work very differently in today’s shopping mall and certainly online.

There’s an important exception worth noting. While many of those “irrationality” demonstrations are less relevant in the new environment, there’s a key ingredient that must be present in the consumer environment in order for this “de-biasing” effect to happen. Here’s a study that looked into this in the context of a standard framing effect. It is based on a well-known experiment that showed that people tend to reject an economic policy program when they are told that it will result in 5 percent unemployment, but to prefer the (same) program when they are told that it will result in 95 percent employment. Participants in this new experiment were asked to imagine that they were faced with the decision of adopting one of two economic policies, and here, too, people tended to reject the program when it was framed negatively (5 percent unemployment) and adopt it when it was framed positively (95 percent employment). Things started to get interesting when the researcher James Druckman from Northwestern University exposed participants to heterogeneous framings or asked to discuss the problem in small groups that consisted of some participants who were exposed to positive framing and some to negative. What happened then? The framing effect was eliminated.10

This is important. A key element to ensure that people are not susceptible to relative tactics is exposure to diverse sources, perspectives, options, and considerations. It’s not enough to hear others’ opinions. Susceptibility to influence by irrelevant reference points will decline only if others see different things or see things differently. People who belong to a cult will not be protected from their leader’s influence if they never talk to others outside the cult. This means that assessing quality in a monolithic cultlike environment does not make judgments and decisions more absolute—they remain locked in the shared frame. Raving fans of a brand (or a political leader) who only listen to like-minded fans may be as susceptible to relative tactics as in the past. In short, when most others in a situation have the same information, are in the same “condition,” face the same frame, or see the same option set, “irrationality” will prevail.

EXTRAPOLATIONS ON STEROIDS

Before we go on, we need to make a couple of general points about the field of behavioral decision making. The field has offered meaningful and important insights into how people make decisions, and as we have argued, some of the effects demonstrated in the field are declining because of a changing environment. But the truth is that there are also effects that were never that strong to begin with. Some of the more prominent examples that demonstrate “irrationality” had limited relevance under normal conditions even in the old times. Some studies reached broad conclusions that were based on extrapolations from rather narrow and unrepresentative tests. The boundary conditions and the limitations of the studies that are reported in the academic papers are usually lost in the popular press. All that is left is a great story for a cocktail party that doesn’t necessarily represent what’s really going on in the world.

For example, an influential early finding of a preference reversal: When you ask people to choose between two gambles (for example, a 50 percent chance to win $10 and 50 percent chance to lose $5, or a 5 percent chance to win $100 and 95 percent chance to lose $4), they usually choose the one with the better odds of winning. But if you ask them to price the gamble (how much would you sell each gamble for?), people usually price the one that offers the higher payoff option higher. This and similar findings, which have significant theoretical implications, have been relied upon to advance the idea that people generally don’t have preferences, so they tend to “construct” preferences on the fly based on what they happen to consider at the moment. But how much can we really learn from this example about everyday preferences? Pricing gambles is not something that people normally (or ever) do, so no wonder they make mistakes.

Some of these effects get attention and make good conversation topics. They are intriguing, no doubt. Researchers, authors, and journalists all know that surprising results and counterintuitive effects make good stories and these are exactly the stories that often get more attention than they deserve and are prone to exaggerations.

Another point that has to be made in this context: People outside the field assume that these academic findings about decision errors are usually as reliable and robust as those in the natural sciences. Some indeed are robust and tend to replicate from one study to the next, but many are not. Some findings are very sensitive to a particular laboratory test methodology, and it’s unfortunately not uncommon for researchers to try three different tests of an idea and report the one that works (or works best). Moreover, in theory, different methods for testing the same principle should lead to the same results, yet many of the reported findings are notoriously method-sensitive. So sometimes that great cocktail party story is based on shaky science. When the popular press reports on such findings, they usually neglect to mention that the intriguing effects operate under very specific, rather narrow conditions, and may not apply in most situations.

At the same time, we want to make sure that the message of our book is not exaggerated or misinterpreted. We will try to describe in later chapters when our argument applies and when it does not. Furthermore, it’s important to note that not all effects that have been demonstrated in this or related fields will be affected by the new information environment. Consider, for example, the power of default choice. Fewer than 5 percent of people in Denmark choose to donate organs after they die, as opposed to 99.91 percent of the French. Is it that the French are more altruistic? No. As Eric Johnson and Daniel Goldstein showed, what determines this is the default choice. If you want to donate your organs in Denmark you have to be proactive. In France you don’t have to do anything.11 In recent years these types of effects have been used in clever ways to influence behavior, as described in the book Nudge, by Richard Thaler and Cass Sunstein. We do not expect the advantage of defaults and status quo to be significantly affected by the trends we describe here.12

IT’S ABOUT TECHNOLOGY

There are important insights that are based on robust research that simply don’t apply in the evolving consumer environment as much as they did in the past. Consider anchoring, which is one of the best-documented, most robust judgment phenomena (shown back in 1974 by Tversky and Kahneman).13 This effect can be very relevant to consumer behavior. For example, participants in an experiment that Itamar ran with Aimee Drolet, from the University of California, Los Angeles, were asked to write down the last two digits of their Social Security number. Next, they were presented with a picture of a toaster, and were asked to assume that the number they had just written down was the price in dollars of the toaster. Would they pay that amount? Some said yes, some said no. Next, participants were asked to write down the highest price they would be willing to pay for this toaster. Remarkably, people’s decisions were clearly affected by the random number: Those with Social Security numbers that ended with 50–99 were willing to pay, on average, about $10 more than people whose Social Security number ended with 00–49.14

In the past, anchoring and so-called “reference prices” were often used to show how marketers can influence consumers’ choice. There’s a story, for example, about a manager of a store that sold Brunswick pool tables who conducted a little experiment. One week he directed customers who came into his store to the least expensive table first. The following week he started with the most expensive table first. The average sale on the first week was $550. On the second week it was $1,000.15

Anchoring is still a robust effect, though “noise” and the availability of multiple anchors can decrease the effect of any one anchor that a marketer may offer. In fact, price anchors can often favor lower prices, especially when price search engines display the lowest prices first, in which case these prices are more likely to serve as anchors that determine how higher prices are perceived.

The shift from relative to absolute derives largely from the new technologies and their effect on decision making and not from some advancement of our brain. There’s a lot of talk these days about “the new consumer”—a smarter, skeptical person who’s immune to marketing. We don’t buy that view. People are fundamentally the same as they were fifty years ago and will be fifty years from now. They are becoming less susceptible to marketers’ influence not because they are smarter or more logical. It is tools like the ones we mentioned earlier (and will discuss later) that are changing things (advanced search engines, reviews from other users, unprecedented access to experts, easy access to friends and acquaintances). This is important because, as we will show later, in the absence of such tools, relative thinking will prevail.

What’s the main takeaway from this chapter? As you hear about fascinating findings about consumers’ “irrationality,” we suggest that you take them with a grain of salt. While lab experiments can demonstrate some neat effects, these experiments often depend on the researcher having full control over what participants see, which is radically different from today’s shopping reality. There is very little control over what people see when they shop online, and as smartphones are increasingly used by consumers at brick-and-mortar stores, the gap between the lab and reality gets even wider. Over-extrapolated examples that portray the consumer as an irrational and bendable Gumby will probably continue to pop up in the press. There’s always demand for the surprising and counterintuitive. But as more and more people take advantage of new tools, marketers start to realize that Gumby has a spine. Consumers are far from being as susceptible to influence as they are being portrayed.
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NEW PATTERNS IN CONSUMER DECISION MAKING

LAMENTING INFORMATION OVERLOAD is nothing new. Historian Ann Blair found scholars complaining as early as 1545 about a “confusing and harmful abundance of books.”1 These days you hear so much about information overload and its paralyzing effects on decision making that sometimes you wonder how consumers make decisions at all. While we agree that people face unprecedented amounts of information (and that indeed some are overwhelmed by it), most consumers can handle the information just fine. Consumers are actually very good at identifying that slice of information that is most relevant to them. They can use information selectively and efficiently and benefit from it without being overwhelmed or overloaded. The scale of information abundance that we currently experience is a very new phenomenon in the history of the human race, and it will probably take a while before we fully comprehend its implications. The conclusion that it paralyzes decision making seems a bit hurried, and a bit detached from reality if you watch people shopping before Christmas.

In fact, we see new patterns in decision making that emerge with the abundance of high-quality information. We already covered the primary pattern—a fundamental shift from reliance on relative evaluations to reliance on absolute values. In a world with improved access to high-quality information, more and more decisions will be based on absolute values, resulting in better choices overall.

In this chapter we’ll explore three additional interesting patterns: First, some consumers compulsively acquire information, which can turn the traditional decision making process on its head. Second, consumers are often compelled to use the information they acquired, which accelerates the adoption (or rejection) of new products. Third, with the abundance of “rational,” spec-driven information, decisions about products and services are made more from the head and less from the heart.

Clearly, there’s a wide range in how people react to the new information environment, so not all consumers experience these trends at the same intensity. There are those who can’t or won’t use new sources of information (we’ll discuss them in Chapter 12). This chapter is about the growing segments of the population who do.

Let’s start with the much-heralded concept of “choice overload”—the belief that giving people more options can cause them to make no choices at all. As we mentioned in Chapter 1, many observers have emphasized that people are overwhelmed by too much information on the Internet. This may be true for some people, but those who take advantage of new tools can actually narrow down and sort their choice set rather quickly. Think about your own experience on Amazon.com (and recall that 30 percent of U.S. consumers start their online purchase research on Amazon). Search for a camcorder on Amazon and you’ll see a couple of dozen options. You can then quickly narrow them down to the most popular or the best-rated models. For each one you can tell the average rating and number of reviewers in about a second. Or consider a website such as Sephora.com, with its enormous selection of beauty products. A customer who’s looking for makeup foundation can quickly zero in on what she wants through a set of menus or through keyword search. Sorting through reviews is becoming easier as well. A customer doesn’t have to read through 659 pages of reviews of Bare Minerals SPF 15 Matte Foundation. Instead, she can focus on only those reviews written by consumers with dark skin and brown eyes, for example, by clicking on these two filters. New searching and sorting technologies are likely to further develop and alleviate the problem, which probably hasn’t been that severe to begin with. As you recall, a review article that combined the results of fifty experiments dealing with choice overload showed the effect to be quite fragile, concluding that the overall effect was almost zero.2 Even if some consumers are initially overwhelmed by too many options, in many categories they rely on expert opinions and on recommendations from other users. This may be another case where there’s a gap between what can be shown in the lab and what actually happens in real life. Consumers may be overwhelmed when facing twenty laptops, but if they are immediately drawn to the most popular models and to those with the highest ratings, the problem is largely resolved.

Let’s look now at the three trends that are emerging as a result of our new information diet: “couch tracking,” “faster verdict,” and “more from the head.”

COUCH TRACKING

“This is the #1 netbook on my radar now”

 “I’ve been watching these tablets for a year”

 “I have been following the HTC Holiday rumors for months”

These comments from Engadget and other forums represent the first decision pattern: Some consumers routinely acquire information that can completely transform the decision making process for these people. Traditional models of decision making have not paid much attention to this “on my radar” behavior. Aside from habitual, impulse, and “low involvement” purchases, the purchase process in traditional models is typically assumed to begin when the consumer recognizes a problem. Next, the consumer engages in information search and evaluates options, which leads to preferences and a purchase decision (or purchase delay). But today, when high-quality information is so readily and cheaply accessible, some people don’t see the need to postpone information acquisition until a specific purchase intention is formed. Instead, like sports buffs keeping track of the game from their couches, millions of people keep track of products on an ongoing basis.

Granted, this is not the way people buy vacuum cleaners or laundry detergent. But this continuing information acquisition process—which we nickname couch tracking—represents an important shift for certain segments and certain categories.

It’s not an insignificant phenomenon, and we expect it to become even more prevalent. Gadget websites get millions of visitors a month (we’re talking about sites such as CNET, Gizmodo, Engadget, macrumors, The Verge, gadgetwise, PhoneDog). Add to this the millions of people who follow products on mainstream media or on retail websites such as Amazon. Many also follow these information sources through Facebook or Twitter. Some couch tracking is directed at particular brands. Companies like to think of these folks as “fans” or “loyal customers.” They aren’t necessarily. These brands may simply be on these consumers’ radar. Pinterest is another relevant tool in that it makes it easy to maintain wish lists. Then there are online communities that focus on an area of interest, a product or a brand of interest. For example, members of nikonians.com are talking about Nikon cameras. They keep track of the scene regardless of any specific purchase intention. If you’re a sports car enthusiast, there’s sportscarforums.com. There are forums about bags, video games, motorcycles, boats, pets, snowmobiles . . . you name it. The main point is this: If you’re reading any of these sources on an ongoing or even occasional basis, it means that more often than not, you’re not in the market for the products you’re reading about. You just want to know what’s out there. You’re couch tracking.

What does the rise of couch tracking mean to marketers? It means that preferences are often formed well in advance of any specific plan or intention to purchase. As a result, once an intention to buy is formed, the decision is pretty much already made. Accordingly, marketers should pay more attention to couch trackers rather than just focus on declared buyers. The idea of “being in the market” is changing. The sequential, phased decision process is becoming less common for certain segments. Instead, when these consumers get close to buying, in many cases they have already decided.

ACTIVE SEARCH AND FASTER VERDICTS

We react differently to information that we seek as opposed to information that we encountered incidentally. What’s the difference? The very fact that we initiate the information acquisition—that we actively seek it—creates an interesting side effect. When we deliberately seek information, we are more likely to use it. Scholars like Amos Tversky, Eldar Shafir, and Anthony Bastardi have shown in a series of studies that when people engage in deliberate pursuit of information (whether this information is instrumental to their decision or not), they are inclined to use it.3 The explanation is pretty straightforward: In essence, people infer from their own behavior that, if they looked or waited for that information, they must value it and should now take advantage of it.

While pre-purchase search is certainly not new, the amount, sources, cost, and quality of searches have significantly changed. The same factors that lead to the couch tracking phenomenon also mean that consumers nowadays acquire more information than they used to.4 When much of our information diet consisted of incidental information (things that we didn’t ask for, like TV commercials), we didn’t feel as compelled to use it. Yet these days, when a higher percentage of decisions is a result of an active premeditated search, more decisions lead to action. And by “action” we don’t necessarily mean buying. A decision not to buy is also a verdict. This may be one of the factors that contribute to the acceleration of adoption (or rejection) of new products. People hear about a product, they search for it, and since they deliberately searched, they feel that they need to act one way or another. The fate of products is determined faster as a result.

The decision making process is often compressed for another reason. If in the past some unplanned purchases were dropped because consumers felt they “need to do more research,” today more people feel comfortable going from discovery to purchase, sometimes at a surprising speed. Decisions now sometimes happen in one sitting. Browsing through an online store, you discover a new camera, you see that it’s number one under the “Camera & Photo” category, you get all the quality and user popularity information you need, and decide to purchase. The answer’s out there, so there is less of a reason to wait. Marketers often talk about the decision process as a funnel that goes from awareness to comprehension, to preference formation and then to purchase. They also like to measure the number of consumers who are at each stage at a certain point in time, yet these measurements don’t mean as much when people can skip steps so easily.

MORE FROM THE HEAD, LESS FROM THE HEART

Another shift in our information diet that largely goes unnoticed has to do with the emotional content of the information we consume. To understand what we mean, consider two scenarios: Under scenario A you walk into an art gallery unprepared and see some beautiful paintings. Simple—it’s all about your raw impression of the paintings. Under scenario B, you read some background information about the exhibit before you go to that gallery: You read a detailed analysis of the paintings, resale value of the work displayed, the artist’s bio, and how she fits in the current art world. Under scenario A your emotions don’t face much competition from your cerebral side, so they are likely to play a bigger role in your decision. In contrast, under scenario B, everything you’ve read is competing with that most primal emotional reaction. Your emotions are still likely to play a role, but probably a reduced one.

Hanging out on newsgroups or reading consumers’ contributions on review sites, you’re much more likely to come across “rational” than “emotional” information. By “rational” we refer to the instrumental, essential value of the product, to things such as reliability, features and other specs, uses, resale values, and popularity. By “emotional” we refer to feelings like warmth or nostalgia. Now, it’s true that people do use words like “love” or “hate” in reviews, but we need to make a distinction between mentioning a word and actually evoking that emotion. Advertisers usually know how to evoke emotions (especially on TV). On the other hand, reviewers, even when they try, are usually less skillful at that (probably with the exception of anger and frustration, which are evoked more easily). But most content generated by consumers tends to be fact-based anyway. In many cases emotional considerations are seen as private, idiosyncratic aspects that are not suitable for sharing with others.

These days there’s less sugar in our information diet, and decisions influenced by reviews and the like tend to be made from the head and less from the heart. There’s also less sugarcoating. People tend to be brutally honest on the Internet, which creates a “say it as it is” culture.5 The language that consumers used to rely on in making decisions has changed dramatically. Thirty years ago, when you shopped for a camera, you relied on ads that talked about preserving the precious memories of your family or told you a camera will give you “the power to be your best.” The language of reviews tends to be more specific, more matter-of-fact and focused on quality and the use of the camera. Consumers are less exposed to advertising puffery when most of their information comes from experts and fellow consumers. Emotional appeal can still be powerful, and we’re not saying that “warm and fuzzy” is dead. It’s just less effective when it faces meaningful competition from more “rational” sources. Think of yourself buying a car in the 1990s. Besides Car and Driver and Consumer Reports, the information environment was dominated by the marketer who injected as much emotional appeal as they wanted. Emotions still play an important role in buying a car, but if you immerse yourself in dozens of reviews before your next purchase, the relative role of these emotions is reduced.

While emotional response is often very important (for example, when considering which car to buy), for products and services that have specs (and we are not talking about spouses) quality is usually regarded by consumers as the most important consideration that should guide choices. Product preferences are usually expected to be based on objective quality rather than subjective feelings. It’s no wonder, then, that with the explosion of information about quality, consumers gravitate toward it.

A PEEK AT PLANET ABSOLUTE

Peter Rojas is one of those who have created environments that facilitate the trends we just discussed. He’s someone who really takes full advantage of the information out there. So much so that when we spoke to Rojas, it suddenly dawned on us that we may be talking to someone from our utopian Planet Absolute. The setting of the interview went along with that intergalactic feeling: We, the earthlings, were sitting at Emanuel’s old dining table, and to support the iPad that we used for Skyping, we piled some books into a structure that we were hoping wouldn’t collapse in the middle of the interview. Rojas was sitting in New York City wearing ultramodern headphones that gave him a somewhat futuristic look. It’s fair to say that we’re well-informed consumers when it comes to technology, but on occasion, we had a hard time keeping up with the stuff he was throwing at us. Rojas is exposed to insane amounts of information about technology, and to say that he’s up-to-date is an understatement because he usually knows things through leaks well before they’re announced.

Rojas’s personal journey represents some of the changes that have taken place in consumer information. About ten years before our conversation with him, he was freelancing for Wired magazine. He was an experienced technology journalist who had written for the New York Times, Fortune, and the Guardian, and had been editor of Red Herring, a magazine that focused on the business of technology. In retrospect we know that this was the twilight of a top-down media world where companies could pretty much control when and where they released information to the public through the media. In 2002 Rojas started moving into blogging, which was a relatively new thing. He wrote a blog called Gizmodo, which was dedicated to gadgets. At the time, the thought that anyone outside the tech industry would be interested in a spy photo of a new phone wasn’t obvious, but Rojas sensed that interest in technology and gadgets had gone way beyond just Silicon Valley. In 2004, he started a similar blog, Engadget, a site that took advantage of a wide network of readers in the industry who would feed it with tips, secret product specifications, and photos of prototypes.

Rojas is the first to point out that not everyone reads the news blogs he started. So who does? “I tend to think of them as people for whom following technology is just like other people follow sports,” he told us. “They have their favorite teams, and they like the horse race. It’s not just about what they’re going to buy, it’s also about the dynamics, who’s up, who’s down, what’s coming down the pipe.” In short, they are couch tracking.

In 2009 Rojas and Ryan Block started a site called gdgt.com (pronounced “gadget-dot-com”). As opposed to Engadget and Gizmodo, which were essentially news sites driven by a team of editors, gdgt.com is driven by the users. It’s kind of a Wikipedia for gadgets crossed with a social network. If you follow Rojas, for example, you can click on his profile and see that he has 76 gadgets. Click on one of them—the Samsung Galaxy S III, for example—and you can read 115 reviews of this model, 17 discussion threads, or 33 questions that were answered by owners.

Spending some time on the site, it’s easy to see the trends we discussed here. Choice overload doesn’t seem to be a problem; things are easy to find and sort. For example, under the category of laptops, you can search for only those in a particular price range and processing power. Each gadget you find is displayed with a score that is based on reviews from professional tech sites as well as users. For those who want just the bottom line, gdgt displays up to three “Must Haves” per category. Couch trackers can tag a product as one that’s on their radar by simply marking it with the “I want it” tag (the other tags are “I have it” or “I had it”). Heavy users of the site are into compulsive collection of information and are clearly compelled to have the latest and greatest. We’re sure that gdgt members have emotions and that those play some role in their decisions, but you’d be hard-pressed to find emotions expressed in the content they create.6

As we pointed out, there’s a wide range in how people react to the new information environment. Thinking about it as a continuum, the gdgt.com crowd represents the super-informed on one end. On the very other end, there are those who do not take advantage of the available information or are totally overwhelmed by it. The rest of us are somewhere in the middle, but as tools develop and handling information becomes even easier, it’s just a matter of time before at least some of the behaviors we described are adopted by wider and wider circles.

In this chapter we examined three emerging trends in consumer decision making. First, we talked about “couch tracking,” where consumers acquire information on an ongoing basis from the comfort of their couch. This can turn traditional models of decision making upside down: When these consumers gather information, they are not in the market, and when they are in the market, they have already decided. Second, we argued that consumers reach their verdict faster. When people deliberately seek information, they are more likely to use it, and since more decisions are a result of an active, premeditated search, consumers reach a verdict faster (adoption or rejection). Third, we said that decisions will be made more from the head and less from the heart. Although emotions will always play an important role in people’s decisions, consumers today are more likely to come across “rational” information created by fellow consumers (who tend to focus in their content on things like reliability, features, price, popularity, and specs). Overall, the current abundance of information is a new phenomenon and it will take some time before we fully understand its implications. We certainly agree that people can be overwhelmed by too many disorganized options under certain conditions, but research suggests that the choice overload problem is not as serious as it has been portrayed. This is true especially as search and sorting tools steadily improve.
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WHY WE’RE BULLISH ABOUT ABSOLUTE VALUES

THERE WAS NOTHING special about a review written by a Gary O’Reilly, who loved the book The Mistress, by British actress Martine McCutcheon. “It was funny and moving in parts and well worth the time spent on it,” O’Reilly wrote, awarding the book five stars on Amazon’s British site. Over the years O’Reilly has written a few more reviews, all positive and all for books from the publishing company Pan Macmillan. In summer 2012, the Sunday Times reported that Jeremy Trevathan, head of Pan Macmillan’s adult division, admitted that he was O’Reilly.1

As we were working on this book, similarly alarming stories kept popping up. Here are three more: In 2012, David Streitfeld of the New York Times wrote about a man named Todd Jason Rutherford from Oklahoma who had started a website called GettingBookReviews.com with a simple offer for authors who wanted their books to be reviewed on Amazon.com. Pay $499, and twenty reviews will be written about your book. For $999, you’ll get fifty reviews. It didn’t take long before orders started pouring in and added up to $28,000 a month, according to the Times.2 Another related story was aired on ABC’s 20/20 in 2010 about how Hamas got an A-minus rating with the Better Business Bureau in Santa Monica, California. Beyond the obvious question of how an organization that the United States considers a terrorist group can operate in California (let alone get almost a perfect score), the program raised serious concerns when a blogger claimed that all it took to get this rating was for someone to call with a credit card and pay $425 to the Better Business Bureau.3 Another story we came across was about a woman from Salford, England, who admitted writing negative reviews of a vegetarian restaurant that she had never visited. She just had a grudge against the owner. “Staff cold and unattentive. The vegan option wasn’t vegan. There were hairs in my quiche,” one of her reviews on TripAdvisor read.4

Stories about vendors that try to game the system, vindictive customers, or accusations of corrupted rating systems appear frequently in the press, raising justified concerns about the credibility of these information sources. There are companies that sell followers on Twitter, views on YouTube, or Likes on Facebook. (We came across a company that offers five hundred Facebook Likes for $19. If you go on the monthly plan, the price goes down to $15.) Indeed, there are many questions that are raised about online reviews and other forms of user-generated content: If reviews can be manipulated by unscrupulous marketers, how can they serve as proxies for quality? And can’t competitors distort the picture to their advantage? What about disgruntled employees or consumers with unreasonable expectations?

These are serious concerns, which may call into question a core premise of our book. If enough attempts to game the system are successful, consumers’ ability to assess the absolute value of products and services will be seriously reduced, and consumers will not enjoy the benefits of the new information environment. Under an extreme scenario in which manipulations go out of control and across the board, our book may be remembered as just an intriguing idea—a dream that never materialized.

Despite these valid concerns, we are bullish about the trends we describe in this book. In this chapter we explain why. Before we delve into the stories of Hamas in Santa Monica and fake review services, here’s a summary of why these trends are almost inevitable:


	While it’s easy to fake some reviews, gaming the system (without being caught) is harder than one thinks, especially as participation in rating systems grows.

	There are cases where manipulations are successful. In these cases, a gap between positive reviews and negative experiences is likely to generate frustration, which can erode consumer trust in a review site.

	When attempts to game the system are caught, the press and bloggers alert the public, which may further erode consumer trust in a review site.

	Losing consumer trust is bad business for a review site. As a result, the review site will either try to improve by curbing manipulation, or will lose users to alternative solutions.

	Reviews are far from being perfect, but the one solution that consumers are not turning to is to ignore reviews altogether and just rely on marketers as the main source for information regarding quality.

	If consumers lose trust in certain review sites, they are much more likely to migrate to review sites they do trust, to opinions of experts, and/or to recommendations from friends and acquaintances. All of these are much more accessible in the new, socially intensive information environment.



Let’s start with the last two points. While we’ll focus in this chapter on reviews written by strangers, it is important to reiterate that consumers’ ability to better assess absolute values is also driven by unprecedented access to experts, friends, and acquaintances. A decade ago, most people’s access to experts was limited to magazines or newspaper columns. Today, top experts are a few clicks away, and their recommendations are amplified through social media (as we write this, tweets regarding Consumer Reports’ review of the iPhone 5 are spreading). It is also radically easier to get feedback from people you know. Post a question on Facebook or Twitter (“Can anyone recommend a good moving company?”) and you are likely to get advice in minutes. Using Facebook’s Graph Search you can find what people you know use or say about different products and services.5 In Chapter 13 we’ll look at new tools that facilitate the assessment of quality even further. The bottom line is this: If consumers will lose their trust in reviews (and currently, there are no signs of that), they are likely to seek information from more trusted sources and new tools. They are highly unlikely to turn to marketers as the main source for information regarding quality. Still, even though reviews written by strangers are just part of what drives the trends we discuss in this book, they are an important part, and most of the concerns we’ve heard surround them, so these reviews will be our main focus for the remainder of this chapter.

FAKING IS EASY. TIPPING THE SCALE IS USUALLY MUCH HARDER

Writing a fake review is very easy, and when there are not enough genuine reviews to counterbalance fake reviews, the latter can have some impact. But the more reviewers participate in a rating system, the harder it becomes to game the system. As participation in rating systems grows, trying to tip the scale without being caught will be more difficult. Even though there are disturbing cases in which manipulation is successful, in many cases manipulation attempts don’t yield real results. We can’t dismiss the problem, especially when there are only a few reviews, but we need to keep things in perspective, and we need to differentiate between the alarming ethical issues raised by these actions and the actual impact that some fake reviews have.

While it’s simple for a product manager to post a few fake reviews about a new gadget without getting caught, it’s harder to do it on a larger scale. A Tennessee company found out about this the hard way when they had to pay the Federal Trade Commission (FTC) $250,000 to settle charges that it used misleading online “consumer” and “independent” reviews.6 Or consider the case of Jeremy Trevathan of Pan Macmillan, who posted a review of The Mistress, a book published by his own company. The harm caused to unsuspecting consumers who rely on fake reviews is obvious, and in some cases can lead to costly mistakes, but let’s examine the impact of this review. A single review is just that—one review. In this case there were about fifty additional reviews, twenty-five of which gave the book one star, some calling it “a disaster” or “Painfully bad.” So The Mistress had a 2.5-star average rating.7 Of course, Trevathan could have asked employees and friends to write additional glowing reviews, but there was a risk associated with it—getting caught can hurt a marketer’s reputation. Benjamin Franklin famously said that three people can keep a secret if two of them are dead. If dozens of people are involved, it’s very hard to prevent leaks. Such group behavior is also easier to detect by algorithms employed by review sites.8

It would be naïve to think that manipulations never succeed. The New York Times story about Todd Rutherford and his paid reviews service mentioned the case of John Locke, who confirmed to the reporter that he had paid Todd Rutherford for three hundred reviews. According to the Times, Locke had sold a few thousand e-books before he signed up with GettingBookReviews.com. Then, in December 2010, after he commissioned Rutherford to order reviews for him, things picked up significantly and Locke sold fifteen thousand e-books. Locke attributed his success to other factors and said that reviews are the smallest part of being successful. He seems to be an effective promoter who connects with readers through his blog, tweets, and personalized emails. Pricing his e-books at ninety-nine cents didn’t hurt, either. Eventually he had sold more than a million e-books through Amazon, becoming a poster child for self-publishing. It seems, however, that other authors who paid for reviews were not as successful as Locke. Not even close. When we checked the rankings of some of these books, one was at number 5,121,624 despite the fact that it had about thirty incredible reviews. Another book (with eighteen glowing five-star reviews) was ranked at 1,254,944. Evidently, Rutherford wasn’t producing an endless stream of bestselling books. If Rutherford made $28,000 a month by providing positive reviews, it proves that some authors are willing to pay good money to see their books reviewed. It doesn’t necessarily prove that readers are fooled by those reviews. We will later present research that links higher review rankings with higher revenues, but this doesn’t mean that faking your way to success is easy, and it is certainly not a sustainable business model.

REVIEW SITES CAN CURB MANIPULATIONS

When a rating system consistently disappoints consumers in assessing the quality of products or services, it will have to improve, or consumers will look for alternative solutions. A failure to control fake reviews can eventually harm a review site. A reader from Chicago wrote in response to the New York Times story, “I enjoyed buying obscure and interesting books on Amazon that I couldn’t find anywhere else. That changed in about 2009 when I started getting burned by 5 star books that were utter garbage once I started reading them myself.”9 A similar thing happened to business traveler Michelle Madhok with hotels she stayed at. “I read reviews of hotels that I’ve stayed at,” she told a reporter, “and they’re just wrong. I wonder if they’ve really stayed at the hotel.” What happened as a result? She had become increasingly skeptical of online reviews.10

People who don’t trust reviews are bad business for Yelp, TripAdvisor, and other review sites. Yelp, for example, relies on advertising as its main source of revenue. If people stop trusting the site, they will find alternative sources of information, and Yelp’s main source of revenue will dry up. Similarly, people who don’t trust reviews are bad business for Amazon, because reviews are a big attraction to the site. As a result of the New York Times article, Amazon removed some of Rutherford’s reviews. In the months that followed, Amazon took some further measures to remove fake reviews (sometimes raising criticism for eliminating legitimate ones).11 Google, which also has a stake in the reviews business, suspended Rutherford’s advertising account, because the company does not approve of ads for favorable reviews.

In order to keep its audience, a suspect rating system is likely to try to regain people’s trust. The question is: Can review sites curb manipulations? The short answer is yes. It’s an endless cat-and-mouse game, but there are many examples for tactics that can cumulatively reduce successful manipulations. For example, in October 2012 Yelp ran a sting operation in which employees pretended to be reviewers, and offered reviews for sale to businesses. Yelp caught about a dozen companies in this operation and these companies had their Yelp page tagged for three months with an alert: “We caught someone red-handed trying to buy reviews for this business.”12 The results were highly publicized in the press and on TV and are likely to make some business owners think twice before they buy fake reviews.

Many review sites employ algorithms to weed out bogus reviews. Yelp, for example, displays about 80 percent of the reviews that are submitted. Review sites don’t publicize their algorithms, for obvious reasons, but in general they are trying to detect anything unusual. One advantage that a rating system has in this battle is its knowledge of normal patterns. For example, one of the books that was backed by Rutherford’s reviews was published in 2009, and had eighteen five-star reviews. A quick glance at the dates of these reviews reveals something odd: Sixteen of them were entered in a span of ten days in January 2011. It is highly unusual for a book to get such a sudden burst of reviews two years after it was published. This is clearly inconsistent with usual patterns and should have raised a red flag. Sites can also detect suspicious patterns in the content of reviews or with a specific user’s behavior (a user who for months obsessively visits the same restaurant on a rating site is not displaying normal behavior; a review from such a user is suspicious).

Accepting reviews only from verified buyers is another method that is likely to work in certain domains. Think about two review sites that rate hotels: TripAdvisor and Expedia. In order to post a review on TripAdvisor, you don’t need to prove that you stayed at the hotel you’re reviewing. In contrast, to review a hotel on Expedia, you need to have actually stayed there. In which rating system do you expect to see more fake reviews? Myle Ott, a computer scientist from Cornell University, and his colleagues Claire Cardie and Jeff Hancock tested this question by comparing six online review sites that rate hotels: Expedia, Hotels.com, Orbitz, Priceline, TripAdvisor, and Yelp. They focused on the relative differences in the rate of deception between the sites, and their results suggest (as you might have guessed) that deception is more prevalent in sites with a low “signal cost,” like TripAdvisor or Yelp, where the requirements for posting are minimal.13

The key point from Ott’s work is that deception rates vary among sites and have to do with what the site does to prevent deception. After talking to people who manage rating sites, we have no doubt that much can be done to curb fake reviews and that not all sites are created equal when it comes to handling manipulations. Consider Angie’s List. In order to post a review on Angie’s List, you need to be a paid subscriber of the service, and although your name is not revealed to visitors of the site, it is known to the folks at Angie’s List and to the contractor you’re reviewing (so that he or she can respond to your review). Posting fake reviews is obviously harder on Angie’s List than on a site where you can post anonymously and without any other commitment.14

How prevalent are fake reviews? There is no easy answer, though all the experts we asked agreed on two points: First, it’s hard to tell. And second, sites can take measures to fight manipulation, so the answer can vary among sites. We read in the New York Times that Bing Liu, a computer scientist from the University of Illinois, estimates that about one-third of all consumer reviews on the Internet are fake. But when we asked him about it, he clarified that this percentage refers to fake reviews before any attempts to curb manipulations are done by a site.15 Myle Ott from Cornell doubts that the exact percentage of fake reviews can be determined, and as we discussed, his research shows that rating sites can take measures to curb manipulation.16 The research firm Gartner estimated that by 2014, 10–15 percent of social media reviews will be fake.17 Jenny Sussin, one of the researchers behind the study, noted that Bazaarvoice (which manages the reviews for sites like Expedia, Walmart.com, Costco, and Best Buy) is a company that does a good job in detecting fake content. When we talked to Brett Hurt, cofounder of Bazaarvoice, he estimated that only 1 percent of all content gathered across client sites is rejected as inauthentic by the company’s anti-fraud technology and team of authenticity analysts.

The bottom line is this: Manipulation can be curbed. Review sites have strong economic incentives to curb manipulations, and they increasingly address the problem.

CHECKS AND BALANCES

In the new environment the reviewers are under review as well. The true nature of things is likely, over time, to be revealed, and this applies not only to manipulation attempts by outsiders, but to the integrity of the rating sites themselves. The story of Hamas and the Better Business Bureau will illustrate this. Millions of people every year check the reliability of businesses through the Better Business Bureau, but in 2010 the organization itself came under fire on ABC’s 20/20 when business owners accused the BBB of letting companies pay to improve their ratings. Wolfgang Puck, for example, argued that they are running a pay-to-play operation (one part of his food empire got an F): “If you become a member you’re sure to get an A, but if you don’t pay, it’s very difficult to get an A,” he said. Terri Hartman, manager of an antique hardware store in Los Angeles, said she was told by a BBB telemarketer she had to pay a membership fee if the store’s C grade was to be improved. (That grade was based on an old complaint that had been resolved.) Hartman said she paid the membership fee, and shortly after that the C was upgraded to an A+ and the old complaint no longer showed in the store’s record.

The Hamas listing was actually a publicity stunt arranged by an anonymous blogger and a group of business owners who wanted to make a point. They listed Hamas with a nonexistent address in Santa Monica. They claimed that about twenty-four hours after paying $425 for membership, Hamas got an A- rating. In a similar act, the group said BBB awarded an A+ to a racist website. Again, they said all it took was a call with a credit card.18

Yelp has faced similar allegations in the past few years from business owners who say sales reps from the company put pressure on them to advertise, and link advertising to the display order of bad reviews. For example, Stacy Oltman, a restaurant manager from the Seattle area, told the Seattle Times she got a call from a Yelp salesperson who gave her a hint: “You have gotten a terrible review online. We would love to help you remove it.” (Yelp maintains that businesses cannot pay to remove or reorder bad reviews.)19

So far, people have not been influenced too much by these stories. The 20/20 story about Hamas was damaging to the Better Business Bureau, but the organization took some measures that seem to have improved the situation. Yelp’s monthly visitors continue to go up,20 and in general, despite an ongoing stream of stories in the media, the public shows pretty high confidence in reviews written by other consumers. A Nielsen study conducted among 28,000 Internet respondents in fifty-six countries found that online consumer reviews are the second most trusted source of information about products, with 70 percent of respondents indicating they trust messages from this source “completely” or “somewhat” (a 15 percent increase in four years).21 The only source that was trusted more was recommendations from friends and family.

If a tech company flies a blogger to a trade show across the world and pays for his hotel, he may be biased in the way he reports about their new products. This, again, may raise some doubts regarding consumers’ ability to assess the quality of products. Yet here, too, there are checks and balances. Some bloggers (like many other people) love perks, but there’s one thing they usually love even better: They love to have readers. And readers look for spin-free answers. If they start to sense that a blogger sticks too much to the party line of a certain company, they will look elsewhere. And these days, there’s no short supply of “elsewhere.” That is another reason why manipulating the outcome of reviews is harder than one might think. In order to game the system, a marketer would have to “bribe” most of the experts, all the reviewers, all the bloggers (or most of them), and that starts to get expensive, and is probably impossible anyhow. Another piece of the puzzle of checks and balances are governments and organizations that can fight manipulation attempts. In the United States, for example, the FTC requires bloggers to disclose any material connections (such as payment or free product) they share with a company.22

Of course, even with the best safeguards, reviews will continue to be imperfect quality indicators. As we said up front, knowing the absolute value (assuming it exists and is unambiguous) is the extreme utopian case that will not be achieved. So we are talking about getting closer to that extreme, and this seems to start happening. Peter Rojas, the founder of Engadget, Gizmodo, and gdgt.com, pointed out to us that reviewers—bloggers, journalists, and other expert reviewers—generally reach a broad consensus about a new gadget. “And it’s not some conspiracy. It’s just that the products tend to get the reviews they deserve,” he added.23 A report by a biased blogger (just like a fake review) is one piece of the puzzle. Any incorrect facts are pointed out quickly by readers, and opinions that go against the majority’s point of view have to be well argued or they are dismissed.

Another proof that reviews help people assess the quality of products is the growing evidence that user reviews and expert reviews usually move in the same direction, a trend that cannot be explained simply based on the effects of experts on consumers. Michael Luca from Harvard found strong positive correlation between expert and consumer opinions on Rotten Tomatoes, a rating system of movies.24 Luca also found a link between Yelp reviews of restaurants and hygiene grades (lower grades by city inspectors are associated with low ratings by Yelp reviewers). In another study, Luca and coauthors Loretti Dobrescu and Alberto Motta compared reviews of books on Amazon with reviews by professional critics and found that expert ratings are correlated with Amazon ratings (although experts tended to favor more established authors and award winners).25 Tim and Nina Zagat (old hands in the battle against fake reviews; they started the New York City guide in 1979) told Emanuel in a 2007 interview that they employ food critics in different cities as one of their many methods to detect unreasonable ratings.26

Joanna Langfield is the owner of The Good Life, a small vegetarian restaurant in Shrewsbury, England. All was working fine when in the summer of 2011 the restaurant started getting very negative reviews on TripAdvisor and other review sites. “It started off quite extreme,” she told a reporter. “Someone posted a review calling me ‘arrogant’ and making other nasty references. TripAdvisor actually took that one down.” The reviews didn’t stop, though, and TripAdvisor was not willing to remove other reviews. Langfield felt powerless.

Beyond the emotional stress, the damage to the vegetarian restaurant was real. Before Christmas, the restaurant owner got a statement from her accountant showing an unusual dip. According to Langfield, profits fell by about 25 percent.27

After a long time, a man who worked for one of the review sites gave police the IP address associated with the reviews which eventually led police to the person behind the posts. It was a woman whose husband was a former partner of Joanna Langfield. The woman received a police caution for harassment and published a public announcement in national newspapers in which she apologized for her action.

In the same way that people are not becoming smarter in this new era, they are not becoming more (or less) honest because they have access to Yelp or TripAdvisor. The stories that opened this chapter are ricochets from an endless battle that most likely will continue into the future in the same way that the battle against shoplifting, credit card fraud, or crime in general will never reach an end. The anguish of people (like Joanna Langfield) who are victims of such manipulations is very real, and we should all fight back and try to curb attempts to game the system. Yet we doubt that manipulations will ever disappear. There’s always someone who stands to gain from distorting the truth—the marketer or his competitors—and there are angry or unreasonable people who will lie for a few bucks or for a variety of other reasons.

But such concerns and bumps on the road cannot reverse what is inevitable—user and expert reviews have the potential to provide essential information about quality, and help make better decisions. If trust in one review site will erode beyond a certain threshold, that site will have a strong incentive to take action. If they don’t, consumers will migrate to sites they do trust, and increase their dependence on experts, friends, and acquaintances. Aside from objective, verifiable specs and facts, the one source that consumers are not turning to as the main source for information regarding quality are marketers. If anything, the opposite is happening: Consumers are looking for new and better ways to get closer to the absolute value of things (and as we discuss in Chapter 13, these tools keep coming). This is why we’re bullish about the trends that we described in the first part of the book. Now let’s turn to the second part, which examines how the shift from relative to absolute changes marketing forever.
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WHEN BRANDS MEAN LESS

BACK IN FEBRUARY 2006, when a Yelp member named Brenna F. reviewed the Seattle restaurant Machiavelli, nobody thought twice about it. And if someone did, we doubt they imagined that it would have any impact on chain restaurants like McDonald’s or Applebee’s. Brenna gave Machiavelli three stars (out of five) and wrote: “Good pasta, reasonable prices, and cozy seating. Go here with friends, but not with a first date.”

Ristorante Machiavelli is one of more than a thousand restaurants in the city of Seattle. You’re unlikely to read about it in Gourmet magazine, and it doesn’t have the advertising budget of a chain such as Olive Garden. But Yelp helped Machiavelli (and other small restaurants) gain something that, up until recently, was the exclusive asset of big brands.

After Brenna F. posted her review, it took almost two months before another person reviewed Machiavelli. Megan D. gave the restaurant four stars in April and pointed out that the portions were large. The third review was posted in August by Rachel B., who recommended the Caesar salad and the baked chicken. Slowly but surely, the trickle of reviews added up to create a clear picture of Machiavelli: You should expect a line (especially on weekend nights); the spinach ravioli is worth trying. So are the tuna carpaccio, the olive bread, and the penne with roasted red pepper. Overall: good, straightforward Italian food at very reasonable prices. Machiavelli today has around four hundred reviews, and reading through just a few of them, you get a good idea of what to expect.

And this is where big chains are impacted. In the past, having “a good idea of what to expect” was one of their important advantages over small restaurants. You always know what to expect at Subway or McDonald’s. But when you know what to expect at small restaurants through Yelp or Zagat, brand names are becoming relatively less important. In the old days, consumers often had a hard time assessing quality before making a decision and had to rely on cues such as the affiliation with a chain. This gave rise to much of what we know as marketing. When quality was hard to predict, a brand was a simple shortcut that told you what’s likely to be good and what isn’t. But when you can quickly tell how good or bad something is, based on more reliable sources than just the name, brand has a reduced role as a quality signal.

To further examine the link between Yelp reviews and brand names, let’s discuss some research by Harvard professor Michael Luca. Luca became interested in the impact of reviews on business a few years ago when sites such as Yelp just started to pick up. Many were skeptical about this phenomenon, seeing reviews as a niche activity of a small group of people. It wasn’t clear at all whether sites like Yelp had any impact on the bottom line. Luca picked the restaurant industry as a good domain to study this. To seriously examine the impact reviews have on business, he knew he needed to put his hands on restaurant revenue data from some big city. He contacted the state of New York but had no luck. He started going down the list of large U.S. cities and was turned down again and again. After months of disappointments, he finally found a city that was willing to cooperate—Seattle. Armed with revenue data for all Seattle restaurants, Luca got to work. Showing a correlation between ratings and revenues wasn’t too hard, but this wasn’t enough. The fact that restaurants that get high ratings also get high revenues isn’t too surprising and may not be related to their presence on Yelp. He wanted to be able to demonstrate more than that.1

To examine any causal relationship between Yelp reviews and restaurant revenues, Luca took advantage of the way Yelp displays its results. He knew that Yelp (like other review sites) doesn’t display the actual rating average, but they round it up or down. For example, if a restaurant has a 3.24 average, Yelp rounds it down and users see three stars. If a restaurant has a 3.25 average Yelp rounds it up and users see 3.5 stars. So focusing on restaurants just around those rounding thresholds could be insightful. A restaurant with a 3.25 average is virtually the same as a restaurant with a 3.24 average. If its revenues are significantly higher, this may suggest that it’s related to its 3.5-star rating that users see on Yelp.

Indeed, Luca’s research showed exactly that. There was a jump in revenues that followed those discontinuous changes in rating. Overall, every additional star on Yelp was associated with about 5 percent increase in revenue. Luca looked at the revenues of all restaurants in Seattle between 2003 and 2009, which allowed him to observe a market before and after the introduction of Yelp. What’s most interesting in our context is this: He found that Yelp had a large impact on revenues for independent restaurants like Machiavelli, but chains experienced a decline in revenue relative to independent restaurants in the post-Yelp period. “Higher Yelp penetration leads to an increase in revenue for independent restaurants, but a decrease in revenue for chain restaurants,” he wrote. With the rise of an alternative source for information, brands became relatively less important.2

There is another important effect of the growing reliance on experts, users, and various useful information services (such as price comparison sites) and the corresponding declining impact of brands. Brand names tend to exaggerate the real quality differences among products. If you focus on brand name when considering a headphone or even an artificial sweetener, your prior beliefs tend to categorize products with a broad brush and tend to amplify presumed differences between good and bad brands. And unless the brand you choose is extremely different from what you expected, you’ll tend to confirm what “you knew all along” (consistent with the classic confirmation bias). User and expert reviews tend to level the playing field. True, reviewers may also be swayed by brand names to some degree. However, reviews are often based on actual experience. Moreover, to offer their target audience added value, reviewers may want to highlight things that differ from the layperson’s expectations. In reality, quality differences are often much smaller than perceived brand differences would imply. Accordingly, reviews that are based on actual user experiences will likely reflect the limited quality differentiation among products. You may think that the music sound produced by Brand X is so much better, but reviews of Brand Y can cause you to rethink your brand-driven decision and take a closer look at Brand Y, which costs less and evidently sounds just as good.

Are we saying that this is the end of brands? Of course not. We’re saying that the power of brand as a main cue for quality is diminishing. Brands still have some important roles that are not likely to go away, and as we discuss later, in categories such as those involving fashion, status, or little thought, the rate of change is likely to be slow. As David Aaker and other scholars have pointed out over the years, brand equity has four components: awareness, perceived quality, mental associations, and loyalty. Two elements out of the four are hit the hardest in the new era: perceived quality and loyalty (we discuss loyalty in the next chapter). And as we mentioned earlier, there are domains that are much less affected by the new information environment, and for those categories, all components of brands are still important. But for categories where consumers rely on the opinion of others, and especially where there’s little ambivalence about things like features or performance, we expect this trend to reveal itself at full strength. In the age of full access, the impact of brand equity will diminish as a result of the growing reliance on more accurate quality information.

THE GOOD OLD DAYS

A key reason why brands were so powerful was that they served as a signal for quality. If a company had one product line that was known for its high quality, the company could easily use its brand to introduce other products and line extensions. A strong brand could even save a mediocre product, at least for a while. Here’s an example: In the early 1980s, Emanuel worked on the Kodak account as a copywriter in Israel, and one morning the local distributors called an urgent meeting. A few weeks earlier they had received a sealed package from Kodak’s headquarters in Rochester, New York, with clear instructions not to open it before a certain date. When the day came, they opened the package and saw a thin, neatly designed new camera that, the promotional material indicated, was going to revolutionize photography. Now, under a veil of secrecy, the distributors were showing the camera to the agency people. It was called the “The Kodak Disc.” Instead of a roll of film, this camera was loaded with a flat disc with fifteen small exposures. It was incredibly easy to use. You didn’t even have to advance the film, because the disk would automatically rotate after each shot.

Advertising people are easily excited and this was no exception. There were a lot of oohs and aahs in the room. . . . It was a neat gadget. With all the enthusiasm, though, not much attention was given to the pictures that the camera produced. They were okay, but a bit grainy.

Not long after that meeting, the product was launched worldwide with big fanfare. The ads emphasized ease of use, better success rate, and fun, all under the reassuring umbrella of the Kodak brand. The results? Very nice sales (in Israel as in the rest of the world). In the first year, Kodak shipped more than 8 million Disc cameras worldwide. Competitors rushed to the market and things looked promising.

Yet a few years later, the product was discontinued. It was those grainy pictures. In the end, they weren’t good enough for most consumers. The Kodak brand stood for high quality, so people relied on it and bought the camera. But the Kodak brand could carry things only so far. Eventually enough people heard about those grainy pictures from friends, or noted the grainy results when shown family pictures.3

Could you imagine this product surviving for so long in today’s environment? We doubt it. We could just see the product reviews by users: “I love this camera. Hate the pictures!” or “Why is Granny so grainy?”

Incidentally, one group of people that was quick to take advantage of the grainy pictures were salespeople at department stores. Always the masters of relative tactics, they used the Kodak Disc to sell 35mm cameras by placing their respective pictures side by side on the counter. “Usually when I show shoppers the better-quality 35mm picture, I can talk them into spending a little more to buy the 35mm camera,” one sales clerk explained.4

One of the key functions of brands was to serve as a launchpad for line and brand extensions.5 The main reason for relying on an established brand name is rather straightforward—facilitate acceptance of the extension based on the perceived equity of the core brand. This, of course, assumes that consumers judge the extension’s value and quality based on its name; but if consumers rely less on the name and more on its absolute quality, the advantage of a brand or line extension strategy is becoming less significant and may tilt the balance of pros and cons in favor of using a new name for each product (possibly still linked to the parent company’s name).

Of course, the virtues and roles of brands extend well beyond serving as quality signals, and these other, nonquality functions play an important role in certain categories and under certain consumer evaluation processes, such as when consumers do not have access to better information sources or product quality is a secondary consideration. For example, we don’t expect brand names to lose their impact anytime soon in the fashion, cosmetics, and vodka categories, though you’ll be surprised to see how many reviews and comments there are, for example, about the “SHANY Professional 13-Piece Cosmetic Brush Set with Pouch” (816 on Amazon as of April 26, 2013). However, in most categories, quality signaling is a key function of brands, the one that is supposed to drive consumers’ expectations and willingness-to-pay, so there is little doubt about the typical impact of better information about absolute quality and the resulting (diminishing) effect of brand names.

BRAND VOLATILITY

An examination of leading brands during the twentieth century has revealed a remarkable stability in many categories. This might change in categories where quality is important and where people rely on other consumers and experts. Stability of leading brands was possible when brand names were a primary quality indicator and thus a key decision factor, especially in categories with limited product differentiation. But since brands usually have no monopoly on quality or features, it is highly unlikely that any brand will consistently rank at the top. As a result, the market performance and shares of brands where quality plays a key role will fluctuate much more than they did when brands were key decision drivers and actual quality was hard to figure out.

This will work differently across categories. As we discuss in later chapters, the key is the importance of quality in a category and whether people rely on other consumers and experts. Things also may work differently in categories where prestige, status, and emotional link to a brand play an important role. In domains where objective, spec-based quality is not the issue, we can expect lower fluctuations in brand equity. So fashion brands of handbags or scarves (of the likes of Louis Vuitton or Hermès) are on safer grounds. However, if quality is important and can be specified, even prestigious brands are not immune. Mercedes-Benz is a prestigious brand, which also receives excellent ratings from experts and consumers. But what if its quality ratings start to slip? We expect its popularity and prestige to decline accordingly. No claim to fame is safe.

Furthermore, we expect the weight of brand status and prestige in consumer decision making to decline in categories where consumers can assess quality. In class-conscious cultures such as in East Asia, especially in places where the progression of the shift from relative to absolute is slower, brand status will continue to play an important role, but that will change, too, as better information about quality becomes widely available.

Think of brands like Myspace, AOL, Xerox, Palm, or Toshiba, which at some point looked invincible. Toshiba held the number-one ranking in laptops until 2002. Not anymore.6 It’s hard to accept that what happened to these companies can happen to today’s stars. But it will if something better comes along. Take a look at Nokia. In the last quarter of 2009, it had 40 percent of the cellular market, and the brand was admired in the industry. As this book goes to print, Nokia’s market share is 17.9 percent and continues to slip.7 And if you think that leading brands like Samsung, Apple, or Google are immune to this, think again. Jimmy Durante said it best when he sang: “Fame, if you win it, comes and goes in a minute.”

When we presented the concept of this book in academia and industry, no proposition generated more resistance than the idea that brand (and correspondingly, brand loyalty) is becoming less important. Many think that, if anything, the abundance of information makes brands even more important. Their argument usually goes as follows: Consumers cannot handle all the information available on the Internet, so they give up and just select the brand they like most. Earlier we presented research regarding the robustness (or lack thereof) of the choice overload problem, but let’s take a closer look at the idea that the amount of information that one might consider leads to greater brand reliance. We’d like to make three points: First, the suggestion that consumers have to either process much of the available information or just ignore it altogether (and simply select their favorite brand) grossly misrepresents the many better intermediate options available to them. Most consumers are likely to find the information equilibrium that fits them—the amount of information they feel can help them make better decisions. For many consumers, the readily available summaries will be helpful and sufficient. How much time or effort does it really take to see the average rating of a product by fellow consumers (on Amazon, for example)? And while some consumers may not need the in-depth product analyses contained in expert reviews, they can certainly manage the bottom-line list of pros and cons. It’s true that consumers often look for shortcuts, and that in the past brands served as such shortcuts. It’s simply that today there are new (and more diagnostic) shortcuts and quality indicators, such as star ratings, review summaries, and other bottom-line icons. In the past few years we’ve seen the ongoing development of additional tools that help consumers succinctly but rather accurately assess overall product quality or certain features of interest without having to delve into all the details and sources. (For a selection of those tools, go to this book’s website, www.AbsoluteValueBook.com.)

Second, the notion that, time after time, consumers continue to disregard the information available to them and keep selecting blindly, based mainly on the brand name and its past glory, greatly underestimates people’s ability to learn and desire to make good decisions. And third, the limitations of brand-based choices could not be more transparent on the Internet—while some brands do get, on average, better reviews than other brands, one cannot ignore the evidence that, holding the brand constant, there is usually great variability across products under the same brand umbrella. For example, while Microsoft has had great product successes, it has also had well-publicized failures. Choosing based on the brand without paying attention to the specific evaluations often leads to regrettable mistakes. Thus the position that brands will remain as or more powerful as quality signals can be rejected based on at least three key factors: First, this argument oversimplifies the ever-expanding set of information sources available to consumers. Second, it greatly overestimates the information overload problem. Third, it ignores the existence (and the ongoing improvement) of search, sorting, and summation tools that can usually address the information problem quite efficiently.

Of course, in some cases brands will remain influential as quality proxies (in addition to their other functions). First, there are product categories where people don’t bother to search for information, and in these domains brands will continue to serve as a proxy for quality. Second, there are segments that don’t yet take advantage of the available information, and for these audiences, brand will continue to be important. Keep in mind, though, that things can change rather quickly: New technologies may introduce absolute evaluations in domains that seemed to be immune to the shift. Similarly, a segment that wasn’t equipped with assessment tools may adopt them. We’ll discuss all these issues in Part III.

Brand equity is just one element that will have a diminished role in consumer decision making. Related concepts that have been used to analyze brand performance, such as brand identity and brand personality, will correspondingly become less important. Such stable brand descriptors deserve a great deal of attention if consumers’ product judgments are made largely based on the product name; but once absolute quality can be assessed more directly and accurately, the name and its associated identity and personality will play a smaller role. Moreover, because different products using a given name often vary in quality (broadly defined) and market acceptance, we expect to see faster dilution of brand meaning as consumers learn to evaluate each product based on its own merit. Thus better information and high quality variability across products may cause brands to suffer from a growing multiple personality disorder.

THE DECLINE OF OTHER QUALITY PROXIES

Brand is not the only cue that consumers use as a quality proxy when better information is not available. There are a few others and they will decline in importance as well. Country of origin is one of them. If a watch is made in Switzerland, a car in Germany, or an espresso machine in Italy, “it must be the best.” At least that’s how the thinking goes.

Country of origin can be a pretty good signal at the absence of detailed information. But it can’t be too accurate as a predictor of quality. We found more than two dozen manufacturers of espresso machines in Italy,8 and it is unreasonable to believe that every single model that these companies produce is better than all the other models manufactured in Germany, the United States, or other countries. Here’s an example: DeLonghi is a respectable brand and Italian espresso machines indeed have a great reputation. But let’s take a look at one particular model—the DeLonghi BCO120T Combination Coffee/Espresso Machine. Out of 130 people who reviewed the product on Amazon.com, 101 gave it one or two stars, many complaining that the product leaked or simply stopped working after a few weeks or months.9 A woman from Ohio wrote a typical one-star review. She said the coffeemaker stopped working after seven months. DeLonghi repaired it but the problem repeated itself four months later.10 Another customer reported that the machine “leaks so much dang water that I literally can mop my floor with the amount of water that ends up all over the place.”11 You don’t have to read all eighty-six one-star reviews to realize that this model might have a problem. So even though it’s made in Italy, you’re not likely to rely on this quality cue when you have access to the actual experience of other consumers.

One of the strongest quality cues that is on the decline is price. When quality was hard to assess, price was a convenient shortcut for quality. “If it’s expensive, it’s probably good” or “You get what you pay for” (which is typically used to explain why you should pay more). Such statements represent rules of thumb that are supposedly based on some unidentified past lesson, but here, too, we see the impact of the new environment. The story of No¯KA Chocolate may illustrate this point. No¯KA Chocolate appeared on the scene around 2004 and immediately gained attention because of its shocking prices. At $309–$2,080 per pound, No¯KA was perhaps trying to position itself as the Rolls-Royce of dark chocolate. But then a Dallas-based food blog published a detailed ten-part series that questioned the company’s marketing claims, evaluated its products, and argued that the chocolate is not worth the price the company charges.12 When we searched online to learn more about the brand, we quickly came across blog entries such as “NOKA chocolate exposed!” and “Noka Chocolate Is A Scam.”13 And as of July 2013, the company’s website has not been active for some time. The high price didn’t seem to do the trick. The fancy logo didn’t do it, either. Nor did that little line over the o that alluded to faraway places. Even the fact that Neiman Marcus picked the product at some point didn’t seem to save it. On the other hand, the blog that reported that No¯KA was actually produced in a strip mall in Texas was read by about 750,000 people in just a few months.14

Two clarifications to avoid confusion: First, the conclusion that price is less important as a quality cue does not mean, of course, that price has a weaker effect on purchase decisions. In fact, the opposite is true in many cases. Once you can assess the absolute values of products, it becomes easier to determine if the value gap between products justifies the observed price difference. In other words, once you can assess absolute values more precisely, you can actually determine if you get what you pay for. As a result, consumers may often become more price sensitive. Our second point is that we’re not claiming that price as a quality proxy will completely vanish. Price and other quality cues will of course continue to have at least some effect on the quality perceptions of at least a portion of all consumers, especially if there is some uncertainty about the available quality indicators. Consider, for example, red wine. Wine lovers can get the taste ratings of the highly influential Robert Parker and other wine raters such as Wine Spectator and Wine Enthusiast. But wine is a matter of taste, and with all due respect to the wine expertise of Robert Parker and his Wine Advocate magazine staff, his ratings may often not correspond to the way we taste the same wines. So despite the evidence that prices are a pretty unreliable (and often costly) quality proxy, we can expect many wine shoppers to use it at least to some extent.

OPPORTUNITY KNOCKS

As we pointed out earlier, the decline in brands as quality proxies means lower barriers to entry for newcomers. Remember Jonney Shih, the chairman of ASUS, who’s taking advantage of this in the high-tech sector? Meet Mark Rosenzweig. He and his company, Euro-Pro, do something similar in small kitchen appliances and vacuum cleaners. Rosenzweig’s family used to be in the sewing machine business in Canada. A few years ago he established Euro-Pro in Boston. Okay, maybe his story is not as exciting as that of one of his competitors, Sir James Dyson, who says he developed 5,126 prototypes before he made the first Dyson vacuum cleaner (and he was knighted by the queen). But Rosenzweig sells vacuum cleaners. Lots of them.

How exactly does the new information environment help Mark Rosenzweig and Euro-Pro? It can work in several ways. Sometimes the product search starts online. A customer (let’s call her Julie) decides to buy a new vacuum cleaner and she has a general idea of what she’s looking for—one of those upright models with no bags. She may also have a couple of brands in mind—say Hoover and Dyson. So Julie goes to Walmart.com and starts browsing. In the process she comes across a vacuum cleaner that she’s never heard about before, called the Shark Navigator (made by Euro-Pro). Although the product is not cheap, its price compared to a Dyson seems reasonable, and the product has more than five hundred customer reviews, with an average rating of almost five stars. She reads some reviews from users (some of them used to own a Dyson) who rave about the product. Julie also sees photos posted by some users (for example, a picture of how much dirt someone’s old vacuum collected versus how much dust the Shark sucked in). All this clearly makes her much less hesitant to get a Shark. She knows what she’s getting into.

Another scenario may start at a brick-and-mortar store. A customer goes to Target to get a blender. Next to some familiar brands (like Cuisinart or KitchenAid) he sees a blender called Ninja, made by Euro-Pro. Maybe he remembers seeing a commercial for the product. He pulls his smartphone and looks up some reviews on the retailer’s website, or on one of many apps that aggregate consumer reviews. He might check out the Consumer Reports app and learn that the $60 Ninja Blender gets a rating of 91 (ahead of all other products in its category).15 He is sold.

Other customers may start the search with the Shark or the Ninja brands in mind. Euro-Pro does advertise extensively in print, TV commercials, and infomercials, and some customers respond to these ads by further searching for the brand. Here, too, the abundance of consumer reviews helps reassure potential buyers, especially since Euro-Pro is competing against heritage brands such as Hoover and Cuisinart.

It’s not that brand is not important. As we pointed out earlier, brand equity has value in terms of name recognition, sometimes emotional attachment, prestige or status, and continuity. Our point is that it plays a reduced role as a proxy for quality, which enables new entries. Dyson itself is actually a beneficiary of the same trend. For years observers believed that with entrenched brands like Hoover, the vacuum cleaner market in the United States was almost impossible to penetrate. Dyson broke this in 2002, and others followed. Euro-Pro is not taking over the vacuum cleaner industry, and Dyson is doing very well, but it’s also clear that the Shark Navigator is emerging as an alternative because customers can easily get a sense regarding its performance and durability. When we talked to him, Rosenzweig emphasized that brand is extremely important to his company. What’s unique in these new times is that he as a newcomer can rapidly take market share from established players.16 It seems to work. He told us that Euro-Pro is approaching $1 billion in sales and the Shark has captured more than 50 percent of the market for bagless upright vacuums in its price category. Incidentally, another executive in the same industry takes a totally different position on the importance of brand. In fact, he opposes the concept of brand so much that you’re not allowed to use the term at the company’s headquarters. “There’s only one word that’s banned in our company: brand,” James Dyson said at a 2012 conference. “We’re only as good as our latest product. I don’t believe in brand at all.”

The main point is that both Dyson and Rosenzweig have benefited from lower barriers to entry, which are the result of the reduced role of brand as a proxy for quality. This benefit isn’t reserved to small companies or newcomers. Consider Sony. It isn’t a secret that Sony hasn’t released a hit for years (and hasn’t turned a profit between 2008 and 2013).17 Yet in 2012, Sony got a nice reminder that when you offer the right product, you can succeed even in a domain with which you’re less associated. When the company introduced the Sony RX100 camera, the market quickly recognized it as a superior product for a consumer who wants an upscale, feature-filled pocket camera. Users loved it. Experts raved about it. The New York Times called it “the best pocket camera ever made.”18 Despite its high price ($650, which is extremely high for a pocket camera), it’s been at a top sales ranking in the photo category on Amazon (for a while, the top-selling camera). Maybe not a turning point for Sony, but another example of the fact that for better or for worse, it’s about product.

A DIFFERENT LOOK AT DIVERSIFICATION

The new information environment can also change your outlook on diversification. By and large, conventional wisdom in marketing is that you need to stick to your knitting. According to that view, consumers associate your brand with certain skills, and they will have a hard time accepting products that don’t fit this perception. In other words, if everyone knows that you’re good at making TVs, you can venture into a related category like DVD players, but you have no business going into an unrelated field like washing machines.19

The new reality changes this, too.

Take a look at LG. They make TVs, DVD players, dishwashers, refrigerators, cell phones, and many other things. Now, suppose that you own a DVD player from LG, and while shopping for a washer and dryer you come across a washer/dryer combo from them. “Hmm . . . I didn’t know LG makes washers and dryers,” you say to yourself. In the past this might have ended right here. “Their DVD player is quite good, but this doesn’t mean they know anything about laundry,” you’d conclude, and retreat to brands like Whirlpool or Maytag, which are perceived as based on expertise in this category.

Today, you can read reviews and comparisons or go on YouTube and watch people talk about their LG washers and dryers. When we did that, we found dozens of related videos, some simple demos from recent proud owners who were compelled to share their new LG with the rest of the world, and some more formal reviews of a particular LG washer. In any case, when we were done watching, we certainly had a better feel for these machines. Your preliminary perception as a consumer regarding LG’s skills is much less relevant when you can go online and get the skinny on the quality of the product. (You can visit our book’s website for some links to these videos.) Here’s another example: A consumer was looking for a Bluetooth stereo headset for years, with limited success. “I’ve tried numerous models, some good, some bad (some real bad),” he writes. Then one day, while browsing on Amazon, he came across the LG Tone Wireless headset. “I didn’t know LG even made them,” he said. But LG does make them, and the headphones had more than five hundred rave reviews with an average of 4.5 stars. Again, the perception of LG’s skill set in this consumer’s mind has become much less relevant. He bought the LG Tone and added his own five-star review the following week.

Sticking to the old philosophy of diversification according to perceived skills would not have brought Amazon.com to where it is today. Think, for a moment, about Amazon in 1995—it was an online bookstore and it stayed that way for about three years. They sold books and they were good at it. Adding music and video in 1998 wasn’t such a stretch, but adding kitchen appliances, jewelry, gourmet food, and apparel in the next few years certainly was. It raised some legitimate questions: Why would I want to buy my next dress at a bookstore? What do these people know about jewelry or espresso machines?

Yet people started browsing the stores, and reading reviews from customers who had experienced Amazon in these domains. Here were real people who ordered products and got them on time, returned items that didn’t fit, and, in general, raved about the convenience of shopping online. Suddenly the idea of buying a dress from a bookstore didn’t seem that strange anymore. And Amazon didn’t stop there. They ventured into online video, online storage, and other areas. Amazon has come a long way from selling just books.20 Just imagine what would have happened if Jeff Bezos had listened to marketing consultants who had told him that Amazon should diversify only in ways that match the current perceptions of his company’s skills.

Diversification strategy is a complex topic that involves many other factors. Spreading yourself too thin is one obvious danger and there are others that are beyond the scope of this book. But sticking to the exact expectations that your customers have from your brand should be less of a concern. It’s much less relevant these days.

While working on the ASUS case, we were looking for an example for the thought process that consumers go through when they consider that brand. Surfing the Web, we came across a blog post titled “Why I Bought a No-Name Computer From a Components Firm.” It’s a great little anecdote, but it was the name of its author that surprised us. It was written by David Aaker, who’s perhaps identified more than anyone else with the concept of brand equity. Here’s how he describes the process: In 2011 Aaker had to replace his wife’s computer. He was told by the computer doctor that the PC had a nasty virus and had been obsolete for years anyway. The two brands that immediately popped up in Aaker’s mind were Dell and HP—two companies whose products he used in the past.

“But minutes later, I decided to buy an ASUS computer even though I had never heard of it,” Aaker wrote.

How could that be? Aaker followed the advice of the local expert, the computer doctor, who told him that he had just installed an ASUS for another client and that he liked their price, specs, and service. The computer guy also told Aaker that ASUS has been the motherboard supplier for leading computer brands. Still a bit suspicious, Aaker called his son-in-law (the family’s computer expert), who confirmed the expert’s opinion. Those in the know, who can easily assess the quality of ASUS, made their verdict. Aaker got an ASUS and Jonney Shih made another sale without spending a dime on advertising. When David Aaker buys a no-name computer, you know that something’s happening to branding.21
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SATISFACTION, LOYALTY, AND THE FUTURE OF PAST EXPERIENCE

LARS LASMUSSEN WAS standing onstage showing the new software that he and his team had been developing in Sydney, Australia, for the past two years. The Danish-born PhD was no stranger to the audience of software developers. This was the man who back in 2003 cofounded a company called Where 2 Technologies, which was acquired shortly after by Google to create Google Maps.1 With the success of Google Maps under his belt, Rasmussen was now showing his new program, and was occasionally interrupted by applause from the crowd. Rasmussen was now working for Google, which was going to launch the new software in a few months. And since Google enjoyed tremendous goodwill from millions around the world, hopes for the software ran high.

But today, the past doesn’t matter as much as it used to. Not Google’s past triumphs. Not Rasmussen’s past successes. The software he showed that day would be suspended a few months later. Actors have been saying for decades that “you’re only as good as your last gig.” These days, even your last gig doesn’t matter that much anymore. Fortunately or not, it’s the absolute value of your current product that drives its success.

In the past, when assessing quality was difficult, we heavily relied on our past experiences as consumers. When good information was hard to get, relying on our previous positive experience with a brand made sense. If we liked the Sony Walkman, we used this to infer that Sony also made good CD players. If we liked their CD player, that meant that Sony probably made good laptops. . . . But in a world with good, low-cost information, we can easily start from scratch each time. The fact that Sony made great products in the past is very nice, but we no longer need to use this information to judge whatever else Sony introduces. This has major implications for the significance of satisfaction and loyalty.

Let’s go back for a moment to Planet Absolute—that utopian world where the sidewalks are paved with accurate quality information. You press a button and know the absolute value of things, and how well those values fit your preferences. Suppose you drove a Brand X car on that planet and you had a wonderful experience driving and owning it. On a scale of 0 to 10, you’d give it a 9—you were highly satisfied. After a couple of years of driving this car, you decide to buy a new one. If all you had was this internal rating of 9, this information would have been extremely valuable to you. But on Planet Absolute you can press that magic button and know for sure what your experience quality will be with the current Brand X models and whether any other car you’re considering might provide a better experience. So you care less about your past experience. The answers for all cars (not just the one you drove) are simply out there.

This is starting to happen on Planet Earth, too. Think of the way we make decisions about rental movies these days. The fact that we can get good information about movies through services such as Rotten Tomatoes or IMDb means that our satisfaction with the past work of the movie creators is less relevant. Suppose you’re considering renting the movie Swept Away, directed by Guy Ritchie, who also directed one of your favorite films—Snatch. Without additional information, your past experience with Snatch would drive you to rent Swept Away. But when you check Rotten Tomatoes, you see that Swept Away got an average rating of 5 from film critics (not 5 stars . . . that is 5 out of 100!). The audience was a tad more generous with the movie, giving it an average rating of 27 percent, which is still very poor. After you read just a few short reviews (a typical one: “Don’t count on being swept away by this contrived, predictable shipwrecked romance”), you’re much less likely to rely on your experience with Snatch in making a decision regarding Swept Away. Studios will probably continue to push movies by highlighting the past achievements of their creators (“From the producers of . . .” or “from the director of . . .”), but these tactics will have a diminishing impact.

We both like the cars we drive. Itamar likes his sporty Audi (a lot) and Emanuel likes his good old Volvo. Yet how much weight will our prior experience play when we buy new cars? Not much. It’s just so easy to get a good idea about what it means to own other cars. Audi and Volvo will have to compete for our business while getting little credit for our prior good experience.

LOYALTY OR OPEN MARRIAGE?

Marketers love to talk about loyalty and long-term relationships with customers, but these days, more and more consumers see their relationships with companies as an open marriage. Here are just a couple of examples: A 2012 Deloitte study demonstrated a sharp decline in loyalty to hotel chains, with only 8 percent of survey respondents saying that they always stay at the same hotel brand. While there might be different factors that underlie this trend, at least part of it is driven by consumers’ ability to use tools like price comparison sites, review sites, and other sources to assess the absolute value of each hotel before deciding where to stay.2

Here’s another example: Executives at Research in Motion (RIM) (now “BlackBerry”), used to often talk about their millions of passionate and loyal customers. They weren’t making this up. Millions of people around the world loved their BlackBerry device at one point or another. Some loyal users were so addicted to their gadgets that they would refer to them as “crackberries.”3 And yet all this goodwill didn’t help much when RIM wasn’t keeping up with Apple and Android phones. In surveys conducted in the past couple of years, a significant percentage of BlackBerry users said that they were going to switch.4 Not long before this book went to print, RIM released the BlackBerry 10 and it remains to be seen if it can stop the decline. Yet it’s clear that many BlackBerry users did not stick around just because they were “loyal.”

Something about the gap between managers and consumers in the way they view loyalty can be learned from the following study: In 2012, the CMO Council conducted a global study among marketing executives in the mobile industry. High on their list of goals, these executives listed building stronger affinity with existing customers and growing loyalty and advocacy. The same organization conducted a study among mobile subscribers and asked them to characterize themselves as customers. Only 29 percent saw themselves as loyalists. Most subscribers described themselves using phrases such as “Show me better service, better packages, or better phone upgrades and I am switching” or “I don’t care who I do business with, just as long as my phone works” or “I will go where the latest and greatest technology is.”5

We don’t blame marketers for valuing loyalty so much. It seems only fair that a company will be rewarded for its past good deeds. It instills a positive message for the entire organization, and the profit impact calculations are impressive; it also has other significant potential benefits, such as a predictable cash stream, customers who are less price sensitive, reduced marketing costs, and serving as a barrier from entry to competitors.6 Not surprisingly, textbooks, articles, loyalty gurus, and others have repeated the mantra that loyalty is the key to profitability; various statistics have been used, such as the impact of addressing a complaint on repeat purchase and the lower cost of retaining customers than acquiring new customers. Furthermore, books, executive education programs, and consultants have taught managers how to compute customers’ lifetime value, which is supposed to guide the amount of money and effort a company can afford to spend on new customer acquisition.

Despite the allure of such arguments, they are becoming less compelling and less relevant. Once the arrangement becomes more like an open marriage, whereby a customer looks for the best available option for each new purchase, theoretical lifetime value calculations are just that, mostly theoretical. Long-term relationships (especially when switching costs are low) become the exception. There is no point making marketing decisions based on lifetime value calculations if that potential is unlikely to be realized. Relying on customers’ lifetime value makes the most sense when customers tend to spend an extended period of time with the company.

The decline in loyalty is most pronounced in categories characterized by separable, discrete purchases, such as cars and cameras, particularly where switching costs are manageable. It is slower when continuous relationships are involved (working with a bank, accountant, and in many B2B services), and when it is expensive and/or time consuming to move to a different vendor. But these days loyalty for stand-alone products has already become less common and less robust, because the available information makes it much easier to rely on more accurate, product-specific quality assessments. When it was harder to obtain accurate information, relying on your previous positive experience with a brand made sense, but when the answer is out there, you don’t necessarily need to stick with your past choices. In fact, from a consumer’s perspective, loyalty can often be an inferior input, because quality and performance can vary greatly across products by the same company. This means that even if consumers had a good experience with other products by the same brand, each new purchase decision needs to be earned based on the product’s actual capabilities.

It also means that measuring consumers’ loyalty and its value to the company, especially where each product purchase (for example, a computer or a camera) is an infrequent event, is less meaningful and informative than it used to be. Consider, for example, the popular Net Promoter Score (NPS). A key ingredient in this method is measuring the percent of “promoters” who are defined as “loyal enthusiasts who keep buying from a company and urge their friends to do the same.”7 But the notion that people can be divided into chronic company promoters (or detractors) is misguided in a world where consumers increasingly evaluate specific products on their merit. A customer may be a promoter of one Samsung phone but be a detractor for the next model. Holistic brand or company measures are becoming less useful.

OPPORTUNITY KNOCKS

As with the decline of brand equity, the decline in the impact of consumer loyalty can present significant opportunities. If you feel a decline of loyalty among your customers, your competitors probably face the same problem (especially if, like most companies, quality and the relative competitive advantage or disadvantage of their products is uneven across their product lines). When consumers can easily assess the absolute value of products, more purchase decisions are in play. Targeting your competitors’ current customers can be more effective than it used to be. If you offer a better solution than your competitors, don’t hesitate to show it to their followers (not a new strategy, of course, but it may become more effective). If indeed your product is superior in ways consumers care about, its merit will become apparent to them faster than in the past.

We also have some good news to marketers whose last product was less than perfect: You may be getting a better second chance. The decline of past experience signifies a somewhat more forgiving era. Not that we recommend that you screw up. In fact, if you do, the market has no mercy, as is evident from numerous failures of products that didn’t deliver, and the verdict these days is faster (as we explained in Chapter 3). Also, people are likely to remember your mistakes longer than your achievements since the impact of a negative experience is much greater than that of a positive one. Having said all that, consumers’ diminishing reliance on past experience can help marketers. Here’s an example: Suppose that you ate at a new French restaurant in your town, and you had a so-so experience. A few months later you search Zagat for a place to eat and you come across that restaurant again. Based on your past experience, your decision would be not to go to that place again. But then you notice that the average rating of that restaurant has gone up. You take a peek at some reviews and notice that people rave about the coq au vin and crème brûlée (neither of which you tried when you were there). Some other people say that the chef’s tasting menu is amazing and really the best way to go. Your past (“so-so”) experience is facing some competition and you may actually decide to give this place a second chance.

This can happen on a much larger scale, as illustrated in the case of Hyundai. The first car from Hyundai to be imported into the United States was the Hyundai Excel. David Letterman had a joke that illustrates the public’s reaction to the car: As part of the Top Ten Hilarious “Mischief Night” Pranks to Play in Space, No. 8 read: “Paste a ‘Hyundai’ logo on the main control panel.” There were numerous similar jokes. It was a pretty bad car. The company kept struggling with quality for several years, but over time quality became the focus and Hyundai’s reputation for product quality increased. A ten-year/100,000-mile warranty on engines and transmissions helped as well, and their U.S. sales rose an average of 14 percent a year.8

The most dramatic leap came in 2004, when in a study by J. D. Power, new-car buyers ranked Hyundai higher in initial quality than any domestic or European manufacturer.9 It was Hyundai’s good fortune that by then close to 70 percent of the U.S. population was already on the Internet and had access to this news (among new-car buyers the Internet penetration was probably even higher). Today Hyundai is one of the leading brands in the United States and its plant in Alabama can’t build cars fast enough. Despite a rough start, Hyundai got a second chance from the North American consumer. When customers can quickly get a good idea of how good (or bad) a new product is, a company has a better chance to reverse its course.

Bottom line: The decline of past experience goes both ways. The bad news is that you can never rest on your laurels. The good news is that more decisions are in play and you have better second chances.

ON SATISFACTION

Let’s shift gears for a moment for a fun exercise. Think of it as a field trip that will help us clarify some concepts related to satisfaction. Start by going to Yelp or Zagat (or any other restaurant review site) and find a restaurant in your area where you’ve never eaten before. Find one that you think you’d like. Read five or more reviews. If you feel that this isn’t the right restaurant for you, read a few reviews about a different restaurant, until you find one that looks really good. Now comes the hard part of the exercise—go to that restaurant and have a good meal. If anyone tells you that you can’t go (your boss, your significant other), tell them that you’re on a scientific mission, and if you feel generous, invite them along.

You’re back? Good. We hope you enjoyed it.

Actually, there is a high likelihood (no certainty) that you did. Because we suspect that after reading some reviews about the restaurant you picked, you had a pretty good idea of what to expect. You most likely had more accurate expectations than if you relied solely on the restaurant’s website. You were also not very likely to make major mistakes, because if you came across reviews that raised some serious red flags, you switched to a different restaurant as we instructed you (and as most people would do). Since you knew what to expect in terms of the service, the food, and the general atmosphere at the restaurant, your expectations and your actual experience were likely to be pretty close. When people assess their satisfaction, what they consider and feel is just the vague comparison between expectations and experience. Since better information sources lead to more accurate expectations, the gaps between expectations and actual experiences should generally be smaller. Of course, some of our less fortunate readers will experience disappointing service or dishes, and you may have detected some inaccurate information in the reviews you read—reviews are not perfect quality predictors—but on average, better information should lead to fewer unpleasant surprises. An important outcome of the new information environment is that consumers are likely, on average, to have better (objective) experiences and fewer big disappointments.

Should we then expect satisfaction ratings to steadily go up? Not necessarily.

To illustrate why, let’s look at another example: Suppose you buy a camera to take some pictures at a big family event. Once you set your expectations based on all the user and expert reviews, the fact that the camera delivers on its promise means that you are satisfied. Satisfied, but not delighted—you knew it was a good camera all along, so it’s not a big surprise. You now have a better product and can do a better job thanks to the information you had before buying, but you don’t necessarily show it in your camera satisfaction ratings.

Similar in some ways to happiness ratings, which tend not to change when there are general changes (such as rise in income) that apply to most others, having the tools to make better decisions is unlikely to produce a general increase in satisfaction ratings.10 But as we indicated, the gaps should be getting smaller and satisfaction ratings should correspondingly become less variable and less extreme (though without a mean shift).

What narrows the expectation-experience gap further is a stronger confirmation bias. This bias refers to people’s general tendency to confirm their prior hypotheses and expectations. For example, when you’re told that a movie is great, this usually affects your experience (unless the gap between the actual experience and your expectations is very large, in which case you get a contrast effect). So what you felt about that filet mignon you ate at the restaurant was affected by the expectations formed by the reviews you read. Confirmation bias exists also when your expectations are formed by advertising, but it is reasonable to expect that this bias should be more potent when your expectations were formed by the opinions of more trusted sources. As more information today is gathered from reviews and other sources that are perceived as trusted (as opposed to advertising, which is usually perceived as less reliable), this confirmation bias is likely to be stronger.

Of course, we are not proposing that loyalty and satisfaction are no longer relevant. First, it’s a slow, gradual process. Quality is still associated with uncertainty, and emotional attachment to brands will not go away though its impact on purchase decisions is declining. Second, everything we’re talking about applies to categories where many people do take advantage of the available information regarding quality. In categories where this is not the case, past satisfaction and loyalty can still play an important role in certain decisions. For example, for low-involvement purchases, where consumers look for shortcuts and don’t wish to thoroughly evaluate options from scratch, loyalty can still be valuable for a company. But in categories that are affected by the shift in decision making, it’s becoming harder to ensure customers’ loyalty. The same goes for satisfaction. Having satisfied customers is obviously still the objective of every company. It’s just that having these happy customers today doesn’t guarantee your success tomorrow.

Third, at the present time and in the foreseeable future, there will be some customer segments that don’t take advantage of the available information. In these cases, loyalty and past experience will continue to play their traditional roles as quality proxies. Yet these segments are likely to shrink over time since information is so easily obtained. For example, brand loyalty used to be more significant for cell phones just five years ago. Today, more and more consumers—and not only the savviest ones—look around before buying a new phone, even if they liked their last handset. It’s just so easy to watch a video review on PhoneDog.com or to ask your friends what they’re using. Finally, a note to avoid confusion: When we talk about loyalty, we’re not talking about loyalty programs. The mere fact that loyalty is less used as a cue for quality does not mean that loyalty programs (for example, of airlines) are less relevant—many loyalty programs offer real value.

We opened this chapter with Lars Rasmussen, who was introducing a new piece of software to a cheering audience. The software he was showing was Google Wave. It was supposed to replace email, and serve as a one-stop shop for all electronic communications—from instant messaging to group collaboration. We actually had some hopes to make use of it in writing this book. We started using Google Wave in late 2009, but we didn’t get far. It was too confusing and complicated for us. And we weren’t alone. This was the experience of many early users, which they quickly shared with the rest of the world. We have great respect for Lars Rasmussen and for Google for their past achievements, but those past achievements didn’t make us stay with Wave. We went back to email. In 2010 Google suspended the project. Our point here is not to analyze why Wave was discontinued, but to point out that the past achievements of its creators were irrelevant to the way it was evaluated in the marketplace.11

The main takeaway from this chapter: Success is driven by the merit of your current product and much less by your customers’ past experience. This can go both ways. It means that you can never rest on your laurels. But it also means that more decisions are in play and that you might get a better second chance. It also suggests that loyalty is overrated. Businesspeople tend to believe in loyalty and long-term relationships with customers (and some of this certainly exists), but more and more consumers see their relationships with companies as an open marriage: If something better comes along, they will go with the better option.

There’s something almost cruel and seemingly unfair about this disregard for the past—for better or for worse, your past record doesn’t matter as much as it used to. But there’s also something fair about it. Should we expect you to like this book—Absolute Value—because of our past work? Of course not. Emanuel’s previous books and Itamar’s past articles may play a role in the way you assess our present work, but in the end, our past writings are irrelevant. This is the age of now.
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ABSOLUTE DIFFUSION: FROM PINEHURST TO PINTEREST

THERE’S A GROVE of pine trees in west central Iowa surrounded by fields of corn and soybean. It’s located about five miles south of Carroll (population ten thousand). There used to be a house near the grove, and some farm buildings—a barn, a silo, a couple of sheds. They’re all gone now.

The place is called Pinehurst Farm. If we could magically transport ourselves in time and visit Pinehurst in the 1930s, we would find ourselves in the middle of a bustling farm—tractors, hogs, cows, chickens. The family that lived here was a pretty typical Midwest farming family, and in our context we’re mostly interested in how they learned about new stuff. We know that they subscribed to Popular Mechanics and Wallaces’ Farmer. Once a week they would get into their car for a shopping trip to nearby Carroll. Occasionally the family would meet their neighbors and exchange information. There were also some relatives from Omaha who would come to visit from time to time.1

Few people who drive by today pay any attention to that grove of pine trees, but the way we think about the adoption of new technologies is rooted in the information environment at Pinehurst Farm. The family that used to live here was the Rogers family, and their son—Everett M. Rogers—is identified more than anyone else with diffusion theory. Rogers, a brilliant scholar, developed extensive theories that show how information spreads in society. These theories go way beyond Midwest farming, but at their core they are based on an information environment that is radically different than the one that is emerging around us.

Perhaps the key difference is the speed at which uncertainty is resolved. With the limited information sources available at Pinehurst Farm, almost any new product or idea presented a huge question mark. There were only a few people around you could ask about a new farming practice, a new tractor, a new gadget. Determining the quality of something new was really hard. The same level of uncertainty about many products was maintained for decades, and really started changing only about a decade ago. You may remember, for example, what was involved in buying new software in the early 1990s: You’d go through issues of PC Magazine or MacUser. You’d ask friends and colleagues with the hope that they were using the same software. Assessing the quality of new stuff was still hard.

Compare this to a decision regarding an app you’re considering downloading. You go to the app store, take a quick look at the overall rating, a glance at the number of users who rated the app, and you get the general idea. Sometimes this is enough (Houzz, with more than 22,000 reviews and a five-star average, is likely to be a good app). Browsing through some actual reviews (sampling from the negative ones, too) helps you refine your decision. This way, for example, it’s easy to conclude that Angry Birds (with close to five stars from 1,453 users) is probably a better choice than some game with a two-star average from a few dozen users.

Diffusion theory is rooted in the existence of uncertainty. Of course, uncertainty is not going to completely disappear, but in the new information environment, we can expect faster uncertainty resolution regarding the product quality, regarding preference fit, and regarding product acceptance by relevant others. In minutes you can tell how good Angry Birds is, whether it might fit what you usually like, and how popular it is.

Before we continue, we want to make a personal note. We owe a lot to Everett Rogers, especially Emanuel, who views Rogers as his mentor. Rogers was a champion of Emanuel’s first book and even wrote the foreword.2 Beyond that, Rogers is actually responsible for us—Emanuel and Itamar—meeting in the first place. (We’ll tell that story in a moment.) This chapter is an examination of some elements of diffusion theory that are affected by the changing information environment. There are many diffusion principles that go unchanged.3

This isn’t just an academic issue. The acceleration of uncertainty resolution has important implications for companies, especially in the technology sector. A lot of marketing thinking is still based on an information environment characterized by high levels of uncertainty. A key example is the classic adoption model, which still guides many strategies. This model (which also has its roots in a study of adoption among Iowa farmers)4 classifies the population into five adoption categories: innovators, early adopters, early majority, late majority, and laggards. This is the way many observers still view the technology adoption life cycle: At first a few innovators who are willing to take risks will adopt an innovation. They will be followed by the early adopters, then the first mainstream group, the early majority, will start to adopt the innovation, followed by the late majority. Finally the laggards will adopt the innovation (or choose not to).

The different adopter categories are rooted, at least in part, in different personalities, and people’s attitudes toward technology. This won’t change. There will always be people who are fascinated by new technologies, those who see it more pragmatically and those who are reluctant to get new stuff. What has changed is the rate at which information is available to each of these groups. The sharp distinction among adopter categories was most meaningful when the increase in information availability was very slow. If you were someone with a pragmatic attitude toward new technologies, it took a long time until someone with the same attitude—a neighbor or a friend—adopted the innovation and was able to tell you about it in terms that you understood and could relate to. This is the complete opposite of what’s going on today, where a lot of information is available very quickly—enough information that helps anyone make an informed decision not long after a new product is released.

While people still differ in their attitude toward technology, the extent that they are willing (and can afford) to take risks, and their innovativeness, they can now find rather quickly people like themselves who have adopted the product. An early adopter can find other early adopters, while a pragmatist from the early majority can find reviews and opinions of other pragmatists not long thereafter.

And it’s not only about strangers who write reviews. We want to make sure this important point doesn’t go unnoticed. Existing diffusion theory emerged in a world in which friends, family, and neighbors drove imitation and adoption. Although these strong ties still play an important role in diffusion, in today’s world consumers acquire more and more information from “weak ties.” Many readers are probably familiar with Mark Granovetter’s “strength of weak ties,” but for the benefit of those who aren’t, here’s the theory in a nutshell. Granovetter showed that your closest friends and family—those who move in the same social circles as you do—are likely to be exposed to the same sources of information as you are. Therefore, they don’t usually bring you fresh news. On the other hand, people outside this group are much more likely to hear things that you do not. In this way, weak ties with distant acquaintances are most apt to bring in information that is new. This was true when Granovetter did his original research decades ago, but likely even more true today.5

The Web is mostly about weak ties. We still talk a lot with our strong ties (family and close friends) and this communication seems to be much more prevalent, but when it comes to the dissemination of new information in a connected world, weak ties are critical.6 This explosion in weak ties dramatically increases the chance that you’ll find among the people you know someone with similar attitudes toward innovations. In other words, if you’re a pragmatist who needs to speak to other pragmatists before you’ll adopt, there’s a much higher chance that you’ll come across some of them today than there was twenty years ago. The Internet doesn’t only allow you to find like-minded strangers who write about an innovation. It lets you see which of your connections on Facebook, Twitter, LinkedIn, etc., have already adopted. Some of these acquaintances may talk about the innovation in terms that won’t necessarily resonate with you, but there is a good chance that it won’t take long before you find—in your vast network of weak ties—some pragmatists like you. Incidentally, oftentimes this doesn’t happen through active search that you conduct. As your acquaintances on these social networking sites talk about their lives, they also relay information about things like the apps they downloaded, the latest camera they’re considering, or a new laptop they just bought.

The bottom line is this: These days, finding people like you—whether they’re strangers or acquaintances—who have adopted an innovation is much simpler than it was in the past.

Before we go on, this seems like a good place to tell the story of how Everett Rogers helped us meet (which relates to weak ties). In 1999, a fellow Stanford professor told Itamar about an upcoming book called The Anatomy of Buzz (Emanuel’s first book). This is how we met. We got together for lunch and discovered that, beyond our mutual professional interests, we share a common past: We grew up about a mile from each other and attended the same high school in Tel Aviv around the same time. In the 1980s we both lived with our families around Berkeley, California. But we had never met until that common acquaintance created the connection after we both moved to the Palo Alto area. In other words, for decades we lived in neighboring social clusters without knowing of each other. It was that weak tie who connected us, and he happened to be Mark Granovetter, father of the “strength of weak ties” theory. Granovetter was a neighbor of Itamar’s, and Emanuel interviewed him for his book. And who introduced Emanuel to Mark Granovetter? The boy from Pinehurst Farm, Everett Rogers.

PRACTICAL IMPLICATIONS

Why does it all matter? What harm can there be in marketers classifying their audience into adopter categories? We believe that thinking about adopter categories when they are less meaningful can lead to the wrong strategic decisions.

Here’s an example: In the early 1990s Geoffrey Moore brought the adoption model to the attention of technology marketers by arguing that there is a chasm between the early adopters (who are interested in the technology) and the early majority, a mainstream group that is more pragmatic about technology. As we mentioned, these pragmatists essentially want to hear from other pragmatists that the gadget they’re considering is working and will solve their problem. The chasm idea struck a chord with tech marketers who became very interested in how to “cross the chasm,” in other words, go into the mainstream.7

But what if there’s no chasm anymore? Or what if the chasm is much less of a problem than it used to be? We agree with Moore’s point that the chasm existed because there was a gap of communication between the innovators (who talk about the technology) and the early majority (who are interested in its practicality). But what happens when anyone can go online pretty early after (or even before) an innovation is released, and find like-minded acquaintances or strangers who talk about the new product? Pragmatists from the early majority don’t need to wait until their next-door neighbor or someone at work adopts the innovation. Even if you used to behave as a late adopter in the old days, you may adopt new things much earlier now because your need for reassurance by like-minded people is satisfied earlier. You simply find them on the Internet instead of among your close friends.

Yet tech companies still think in terms of a chasm. They still try to cross it. Moore argues that one way to do this is through a strategy he calls Bowling Alley. The idea is to find—within the early majority—some niches or segments that desperately need the product. Once they adopt the product, they will tell other pragmatists in other segments and so, segment after segment—like pins in a bowling alley—the technology will spread.

The implication is that marketers should target—and customize their product for—certain very specific segments or niches, but marketing strategies like Bowling Alley may be less effective and even cause delay in today’s environment.

Consider the case of tablet computing. Everybody is familiar with Apple’s iPad, but not everyone remembers that Microsoft introduced a tablet way before Apple (back in 2002).8 The tablet PC initiative was a top priority at Microsoft, which partnered with several OEMs to manufacture the hardware. The device looked like a thicker iPad running Windows XP and all the applications that were used on desktop or laptop PCs at the time. In addition, using a digital pen, you could write on the tablet and manipulate your notes as if you typed them in. It was also wireless, and despite some wrinkles, it was considered a pretty good innovation.

Microsoft launched its Tablet PC in a strategy that followed the Bowling Alley idea. Instead of releasing the technology and letting interested segments adopt it organically, Microsoft chose to target vertical markets such as health care, insurance, real estate, and legal, where the use of the tablet made sense (at least to the folks at Microsoft).

Five years later, Apple introduced the iPad without predetermining (or limiting) who was going to use it. Indeed, the iPad was initially adopted by many who would never have been classified as innovators or early adopters. Lots of seniors adopted the iPad. People heard about it, went online, saw that this thing works for what they need it to do, and got their iPad right away. Comparing the two companies, author Keir Thomas observed that Microsoft was limiting the user by pushing them into particular scenarios. In contrast, Apple products are built around giving users freedom.9

It’s possible, of course, that Apple was better in execution and user interface and that Microsoft tablet technology was still crude and not mature enough. But it’s also clear that Microsoft’s decision to market and tailor the tablet to specific applications and users guided the design and marketing message, which is exactly our point. The need to target small niches and vertical markets in order to penetrate the early majority has simply declined.

There’s another potential pitfall that marketers should avoid when it comes to adopter categories in the new era. If you believe that your product will first be adopted by chronic innovators, and that it will take some time before early adopters or the early majority will start adopting it, you might release a product that doesn’t fit mainstream users. Innovators can be more forgiving when it comes to user interface, for example. They are usually into the technology and love to have lots of features. If you design your product to appeal to innovators and early adopters, you may introduce products that will not be accepted by mainstream users. Suppose your company is in the fitness monitoring business. If you operated in the 1990s, the user interface in your first version could perhaps be a bit clunky. At your design meetings you would put most of the emphasis on features. User interface? “These folks will live with anything we throw their way as long as it has lots of features,” you think to yourself. “We’ll cross the chasm in version 2.0.” (Of course, we’re exaggerating a bit, but you get the idea.)

Today, it doesn’t work this way because on day one your early users—who could come from anywhere—will start posting reviews online. Today’s environment allows for easy communication within adoption segments and across (blurring) adoption segments. So whether new products succeed or fail depends on their merit, which is revealed, for better or worse, rather quickly. Bottom line: The target market for new innovative products should be defined more broadly, not just chronic “innovators.” Your first version can be adopted by anyone because information about it is so readily accessible.

Another shift relates to the factors that determine acceptance and diffusion rate of innovations. Past research has highlighted five key innovation characteristics as the drivers of adoption rate: relative advantage, compatibility, observability, communicability, and trialability. As summarized in Rogers’s treatise, these factors have been shown to underlie the success or failure of innovations and the speed of diffusion. When innovations were spreading locally from neighbor to neighbor, observability was important. You bought a new tractor after you saw the new John Deere your neighbor was riding. A lot of this is still going on, of course. But observability has become less of an issue because the Web has made almost everything observable. Same goes for communicability. Although an individual consumer may have trouble communicating the benefits of an innovation, the loads of communicators on the Web are likely to generate an effective way to explain it. Similarly, the ability to try a product on a limited basis without major investments is less important than in the past because the information available on the Web and from friends offers effective substitutes for personal experience with the product.

The one adoption driver that is clearly going to increase in importance is the relative advantage of an innovation. It’s simply because the advantage of a product (compared to previous or competing ones) can be identified more clearly and quickly. The term “relative advantage” may be confusing in the context of this book because it actually refers to the absolute advantage, but it’s simply the term Rogers and others used when referring to the advantage of one product (the innovation) compared to the products that innovation is aimed to replace.

Compatibility with a user’s prior experiences will also remain a significant driver of adoption rates. But it may decline in importance when one has access to technology that effectively demonstrates how the product is used. It is easier to try something new and seemingly incompatible when one can readily see (for example, on YouTube) its benefits and the ease of adoption. The basic premise remains the same: The increasing impact of absolute values means that consumers will be better able to evaluate products for what they are, rather than just how they compare with other options they happen to see. This trend is expected to enhance the compatibility between people’s revealed preferences or choices and their inherent preference. Instead of continuing to use the same defaults and proven products, you can more easily experience new approaches and learn about them from others. For example, before the iPhone was introduced, many people thought they would never get used to a cell phone without a mechanical keyboard. But as soon as the iPhone was introduced, users spread the word that the iPhone interface was actually user-friendly and the transition away from a mechanical keyboard was easy.

FROM PINEHURST TO PINTEREST

Less than a hundred miles east of Pinehurst Farm lies the city of Des Moines, where a young man by the name of Ben Silbermann grew up in the 1980s. As a kid, Silbermann assumed that he’d be a doctor like both of his parents, but after graduating from Yale, he became attracted to the tech scene, feeling that something really big was happening in the world and that he wanted to be part of it. After a consulting job in Washington, D.C., he moved to California, where he worked for Google for a while, but the political science major didn’t find himself in this engineering-oriented company. Silbermann left Google in 2008 (probably the worst timing, since it was just when the entire economy seemed to be collapsing). He started working with some friends on new ideas. They worked in his living room and virtually in every coffee shop between Mountain View and San Francisco.

After some initial product ideas that didn’t go far, Silbermann and his friends Paul Sciarra and Evan Sharp found a product concept that they were excited about and they started to pitch it to venture capitalists in Silicon Valley. It was a website where users could create “boards” around areas of interest. When the user sees an image on the Web that they want to keep or share, they click a “Pin It” button and assign the image to one of their boards. The name of the site was Pinterest. No VC was interested in funding the start-up.

Somehow Silbermann and his friends managed to develop the product and launched it in early 2010. Silicon Valley, the innovators, and the early adopters responded with a big collective yawn. But Silbermann and his friends showed Pinterest to some lifestyle bloggers, crafters, and hobbyists, and to the folks he grew up with back in Iowa, and something interesting started to happen. “The early people were from the area where I grew up, in Des Moines, and the site grew very organically from there,” Silbermann told the New York Times.10

Bowling Alley? Silbermann did go to a show of interior designers who adopted the product rather enthusiastically, but most of the other people adopted the product organically. In early 2012 Pinterest hit 11.7 million unique monthly U.S. visitors, thus crossing the 10 million mark faster than any other standalone site in history, according to comScore and TechCrunch.11

Reflecting on his experience at a forum for entrepreneurs in San Francisco, Silbermann noted: “I’ve talked to a lot of really smart people in Silicon Valley about this idea of early adopters. . . . I think that products will find their markets more smoothly and this idea that it’s gated through Silicon Valley . . . I don’t think it’s as relevant anymore.”12

In April 2012, one study ranked Pinterest as the number-three social media website, behind Facebook and Twitter. In February 2013 comScore reported that Pinterest had 48.7 million users globally. This, of course, doesn’t say it can’t collapse as fast as it rose. But, Iowa, you’ve come a long way since the slow days of Pinehurst Farm.13

Incidentally, Everett Rogers’s father was clearly what his son would describe as a laggard: Avoiding buying anything new was part of daily life on Pinehurst Farm. (When you needed a nail, you first looked for an old rusty nail that you could straiten and reuse.) Everett Rogers himself was no early adopter, either. “I just write about innovations. I don’t necessarily use them,” he told Emanuel back in 1998 to explain why he doesn’t check his email. People will still differ in how they feel about technology (and new things in general). Some will always be fascinated by the latest and greatest, some will see technology more pragmatically, and some will always be a bit more reluctant to adopt new products. The difference is that today, all these people can quickly find someone with the same attitude who already owns the product and talks about it in familiar terms. When uncertainty is resolved quickly, there is much less of a need to think about distinct adoption categories. When adoption categories are less important, so are strategies, such as “Bowling Alley,” that derive from category thinking. It also means that your product should be ready from day one to all types of users, not only those who are most tech savvy. As uncertainty about quality is resolved faster, the rules of diffusion are changing.
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POINTLESS POSITIONING AND PERSUASION 

HERE’S A COMMERCIAL that you may have seen in 2011: Mark, Tom, and Travis of the rock band Blink-182 are working in the garden, when suddenly their bodies start to glow in light blue. Perplexed by what’s happening, Travis Barker (the band’s drummer) asks:

“Why are we glowing blue?”

A young woman, obviously a fan, who’s just about to take their picture from across the fence, explains:

“Hey, don’t be nervous. It’s just because my new phone has the ‘Facebook Share’ button. When there’s something to share, it glows.”

“Oh, that’s a reasonable explanation,” guitarist Tom DeLonge mumbles as the voice-over wraps up: “Share it faster with HTC Status from AT&T. The only phone with a ‘Facebook Share’ button that glows anytime you take a photo, video, or anything else worth sharing.”1

This commercial is obviously trying to position this new phone as “the Facebook phone.” Positioning is rooted in the idea that product perceptions are driven by product presentation relative to other options. Instead of evaluating the product based on its actual value, you presumably evaluate it under the influence of the marketer’s communications strategy. So it is not the product’s absolute values that matter, but rather, it is the prescribed relative values—the product’s recommended position relative to other products. It’s difficult for us as consumers to decide which car rental company is the best. When Avis positioned itself against the competition (“We Are No 2. We Try Harder”), it made sense to our comparison-hungry minds. Al Ries and Jack Trout, who many years ago wrote the book on positioning, described it as a battle that’s going on in the consumer’s mind. Their idea was that each marketer has to find an area that is not occupied in the consumer’s mind and capture it (that is, be the first brand that comes to mind when the consumer thinks about a certain attribute). In the automotive industry, for example, Volvo captured “safety,” Ferrari got “speed,” Lincoln stood for “luxury,” and Toyota captured “reliability.”

Following this logic, the idea of positioning a phone around Facebook made some sense. No other phone “owned” the position of “the Facebook phone” and the marketers perhaps imagined millions of young Facebook addicts (and Blink-182 fans) who would kill to have this phone. In the past this might have worked just fine. But this phone was introduced in an era when things work a bit differently. These days “finding a unique angle” isn’t enough. It has to be real. And in reality you can easily share on Facebook from all smartphones and everybody knows that.

That “Facebook phone” was dubbed by some the “Failbook phone.” User reviews were pretty bad and teens reacted to the new device with a big “whatevs” (today’s version of the 1990s’ “Whatever”). They simply didn’t buy into the positioning that the marketers tried to establish in their minds. Nice positioning statements compiled in corporate meeting rooms are less likely to be adopted by the market these days. Marketers can save themselves a lot of money by avoiding doomed-to-failure positioning attempts.2

Don’t get us wrong: If your product has a real advantage over your competitors, you should highlight this differentiating factor. But when marketers talk about differentiating, they often talk about finding a unique angle that no one has yet covered. Trying to make a product appear unique by adding fluff or emphasizing a feature or claimed differentiator that is of limited use or relevance to most doesn’t work as well as it used to.

That is just part of the problem. Even when you think your product is differentiated enough, positioning is less effective than it used to be, because a new product is likely to be evaluated based on its absolute values. In contrast, the manner in which it is portrayed or positioned by the marketer is likely to have much less influence on consumers’ perceptions and choices. In 2013, HTC, in collaboration with Facebook, launched another phone—the HTC First—positioned as the Facebook phone. This one had somewhat closer integration with Facebook, which may appeal to some consumers (although as this book goes to print, this phone too doesn’t seem to be successful). The main problem is that positioning won’t protect the product from the usual expert and user scrutiny. One review of the HTC First, for example, recognized the special Facebook-related features but immediately continued, “However, as smartphones go, the First is decidedly average, and it has a substandard camera. . . .”3

Here’s another TV commercial that helps illustrate this point. This one, too, involves an HTC phone but this time with Verizon. A guy walks out of the subway in New York City. We hear cars honking and other street noise, but when he puts on his earphones, the background noise is gone. He presses a button on his phone and listens to a rap song. As he walks on the sidewalk, a parked car explodes right behind him, trash cans shoot into the air, but he’s totally consumed by the music. Doesn’t seem to be bothered. Even as a police car flips in midair, with a yellow cab following suit, the dude just walks around listening to his music. To those who didn’t get the message, a voice-over delivers the punch line: “Experience your sound like never before. The HTC Rezound with Beats Audio built in on the Verizon 4G Lte network.”

In this commercial (and in other promotional efforts) the marketers were apparently trying to position the HTC Rezound as the “sound phone.” Again, in the past, this should have worked just fine, especially since HTC had something unique to offer. About a year before the phone was launched, HTC had bought a majority stake in Beats Electronics, a digital sound company known for its Beats by Dr. Dre headphones. The HTC Rezound was the first to incorporate Beats audio.4

But what happened in reality? Reviewers on the Web evaluated the HTC Rezound like any other cell phone. We’ve read dozens of reviews of this phone, both by experts and by users, and most have not isolated sound as the single attribute to pay attention to. For example, PhoneDog, a popular YouTube channel that reviews mobile devices, dedicated a long video review to the phone. It wasn’t a bad review; it’s just that most of it wasn’t around the special sound capabilities. Almost all reviews gave pretty equal coverage to attributes like thickness, display, speed, and so on. When evaluated on all these attributes, the HTC Rezound was not superior to the Droid Razr or the Galaxy Nexus, which were introduced at about the same time without the music positioning.

In the old days, when consumers were much more influenced by information from marketers, it was possible to make them compare a product primarily on one attribute, as the marketers were attempting to do with this campaign. Executed effectively, it was possible to convince the consumer that your brand stood for some unique concept; but when consumers use diverse and detailed sources of information, chances are slim that they will all focus on one feature and neglect other pertinent considerations.5

Volvo was the symbol of safety for a long time, but once consumers found out from reliable sources that other cars are just as safe, Volvo’s claim to fame dissipated. “We Are No 2. We Try Harder” was a brilliant slogan, but its impact must be lower when a traveler can get detailed information about the actual rental experience: How long is an average wait for the shuttle at the airport? Are they pushy or friendly at the counter? Are there any surprises when you return the car and it’s time to pay the bill? The tools that are available at the present are not there yet in terms of providing accurate, branch-specific information. But when a traveler will be able to peek in advance at the answers to these questions, smart positioning slogans will not make much of a difference. It’s not that positioning is completely useless (especially for products such as laundry detergents, where the quality is hard to evaluate), but it’s much less useful than it used to be, and this trend will accelerate as marketers’ ability to affect consumers’ perceptions continues to decline.

ORGANIC SEGMENTATION

It’s tempting to imagine that businesses succeed as a result of well-executed positioning and segmentation strategies, but the truth is that segments these days often cannot be foreseen and, instead, evolve organically. Think about Twitter, for example. Twitter (like many other Web companies) did not have a positioning or segmentation strategy. They offered a service and certain “target” segments emerged and positioned it as they liked. Twitter can be different things to different people.6 Granted, this type of “organic segmentation” doesn’t always happen and we are not suggesting that marketers introduce products without putting any thought into who’s going to use them. Planning products to appeal to certain segments continues to be important, and segmentation before and after a product launch is imperative. Still, it’s worth exploring three points about segmentation as they relate to positioning.

First, marketers should realize that they have less control than before over the actual segments that buy their products. When marketers controlled their information, they could decide who would get their catalog or brochure and (more or less) what they should think about it. In contrast, when information is everywhere, anyone can pick it up and go with it. There are still some things that marketers can do to steer particular groups toward their offerings (for example: Nike can seed a new shoe in certain demographics, or sell it through exclusive distribution channels). Yet organic (demand-driven) segmentation and positioning of the type seen with Twitter are going to occur more often than in the past. Marketers should still plan for certain segments but also be ready to be surprised and quickly adjust as the product is adopted in the marketplace. Nintendo did a good job in this regard when they introduced the Wii. The primary target of video games until then was 4 to 40-year-olds (depending on the genre). Then came the Wii, and a surprising new segment emerged—the elderly. Detecting that older people just loved Wii Sports (and especially Wii Bowling), Nintendo was fast to embrace this segment, for example, by actively promoting the game to AARP members.7

Second, organic segmentation also means that, counter to the common belief in marketing, you can sometimes be all things to all people. In the past, marketers were supposed to predefine different benefit segments and tailor products for them. The rule was that you should not use the same product for multiple segments, because that would create an ambiguous position. Today, as long as the product can satisfy wants, many of which cannot be identified a priori, chances are that suitable consumer segments will emerge organically, regardless of the seller’s preconceived ideas. In Chapter 7, we described the adoption of Pinterest and the Apple iPad, which very much followed this pattern. Consumers’ access to granular and detailed information can help organic segmentation in more traditional markets, too. Suppose you own a hotel. If you follow the “don’t be all things to all people” idea, your hotel should be clearly positioned as either a business hotel, a family hotel, or a romantic hideaway. Advocates of strict positioning would tell you that if you try to be all three, your message will be muddled. But in reality, many hotels have always been able to maintain “multiple personalities.” And it’s even easier today because a traveler can see the hotel exclusively from a particular angle. A business traveler who goes to TripAdvisor can read only those reviews of your hotel written by fellow business travelers. A couple planning their honeymoon can focus on those reviews written by other couples. Parents traveling with kids can read reviews written by families. In the past, if these parents saw that your hotel was “for the business traveler,” they would be apprehensive. Today they can get an accurate picture of what it means to stay at your hotel with kids.

Third, a related segmentation strategy that is losing its effectiveness is selling very similar products under different tags. Known as “versioning” in the marketing literature, some consumers refer to it as “crippleware,” “defective by design,” or “damaged good.” Fifteen years ago you could position two nearly identical laptops under two different labels. One would be “the business laptop” and another one would be considered “the consumer laptop.” The difference would usually be a feature that has been disabled in the low-end model. Today there are two problems with that. First, versioning is less likely to work because both businesses and consumers can quickly figure out the similarity between the laptops and get the better deal regardless of the label marketers put on it. The second issue is that versioning is often seen by people as unfair, and since the fairness of an exchange can play a significant role in how consumers evaluate an offer, this can lead to a bigger problem. Researchers Andrew Gershoff, Ran Kivetz, and Anat Keinan showed in a series of experiments that versioning may be indeed perceived as unfair and unethical and lead to decreased purchase intentions for a brand.8 Beyond product versioning, what might be called “price versioning” may also become more transparent for consumers and therefore less effective. For example, in 2013 AT&T Wireless changed the price of the HTC First—the first-ever “Facebook Phone”—from $99 to $0.99. The pricing change reflected the apparent new target segment of the phone: lower-end wireless users. However, observers quickly pointed out that, once the corresponding change in the cost of the data plan is considered, the price reduction is less than it might first seem.9

POINTLESS PERSUASION

You surely remember the scene from Annie Hall: Woody Allen stands in line at a movie theater while an opinionated man behind him explains to his girlfriend the works of Fellini, Samuel Beckett, and Marshall McLuhan. When Allen can no longer stand the endless drivel, he tells the man that he doesn’t know anything about Marshall McLuhan. But the fellow sounds pretty convincing when he lays out his credentials: “Oh really? I happen to teach a class at Columbia called ‘TV, Media, and Culture,’ so I think that my insights into Mr. McLuhan have a great deal of validity,” he argues. When the guy says he teaches at Columbia, he’s using a pretty common influence tactic, one based on source credibility theory. Symbols of authority such as titles or clothing can help in persuasion. This is why salespeople wear well-tailored business suits, and why the actor who recommends a new drug on a TV commercial is wearing a white lab coat.10

Yet not much of the man’s persuasive power is left after what happens next. Woody grabs Marshall McLuhan himself from behind a pole, and McLuhan turns to the man: “I heard what you’re saying. You know nothing of my work.” Even someone with the finest rhetorical skills would understand that it’s pointless to now try to persuade his listeners that he’s right. Marshall McLuhan knows Marshall McLuhan.

The persuader’s power is reduced (in this case annihilated) at the presence of a reliable source. And this is happening more and more in marketing. Advertisers and salespeople are armed with numerous persuasive techniques that can be quite effective in isolation. We’re not going to list them all here, but let’s just mention a couple (in addition to authority, which we just discussed). One is liking: The more we like someone, the more we want to say yes to them.11 (Salespeople live by this.) And such emotional responses often precede and affect evaluation of reasons. Reciprocation is another common influence technique: Give your prospects something small at the onset, and they will feel indebted to you.

Yet the effectiveness of these techniques takes a dive when they compete with facts delivered by credible sources. These tricks of the trade have one thing in common: They are not about the merit of the product but about something else. A big part of advertising and personal selling can be seen as the art of relative persuasion—finding shiny objects that would sway customers to prefer one product over all the others. Instead of letting you make your choice by assessing your likely experience with a product, the salesman or the advertiser tries to have you base your decision on something unrelated—an athlete endorser, a man wearing a white lab coat, a good example, or an enticing story, the fact that the salesman gave you a T-shirt or complimented you on your hair. . . . Those influence methods may still work. The only problem is that companies no longer serve as the source for quality information, so these persuasion techniques don’t matter as much as they used to. Consumers rarely pull a “Marshall McLuhan” on companies (although this happens, too). It usually happens in a less dramatic way. There’s simply a better act in town that consumers turn to—their peers.

What are the implications to marketers? Where consumers rely on more credible sources, companies should focus less on persuasion attempts or on trying to shape people’s preferences. There isn’t much of a point in trying to persuade consumers that the tablet your company makes is better than the one made by your competitors. There are still good reasons to point out important features and advocate your company’s design (especially to those who will review your product), but by and large, your company’s ability to persuade is greatly reduced. Don’t fire your marketing department just yet, though. They still can make a difference in generating interest among consumers, a task that is becoming more difficult in the noisy world in which we live. We’ll discuss this later, too, but it’s worth mentioning right away that generating interest in the categories most affected by the trends we discuss here can rarely be achieved by pouring tons of money into advertising. The reason is that consumers in these categories are focused on new sources of information (experts or other users), not the marketer. The best interest is generated when these sources will draw the consumer’s attention to your product.

What does all this mean to advertising agencies, sales forces, and other persuasion agents?

As persuasive advertising and personal selling are becoming less important, one might expect marketing institutions and departments to change accordingly. For example, marketing communication agencies will have to adapt to focus less on persuasion or preference formation and more on generating interest, or they may face increasing challenges in justifying their added value. Simultaneously, PR agencies and other organizations that can help generate interest in ways that make sense in this new era are likely to further develop.

Companies may also expect a shift in the importance of their sales forces. In the past, salespeople served as a major source for information, helped reassure customers of their choices, and did a lot of hand-holding, functions that are less essential in certain areas. These days there are more efficient ways to transmit information than through salespeople. While relationship will continue to be important, and there are so far no indications that B2B companies downsize their sales forces, one would expect the impact of relationships on vendor choice to decline over time.

Positioning statements represent perhaps the ultimate “relative” tactic. Instead of evaluating the product based on its actual value, the consumer is supposed to evaluate it relative to other options that the marketer chose to highlight. It’s easy to see why it doesn’t work as well in today’s environment, where consumers rely on multiple information sources that are not under anyone’s control. The same applies to companies’ attempts to “reposition” their brand through a new logo or a catchy phrase. Changing people’s perception, which has always been exceptionally difficult, is even more difficult today. It’s pointless to try to reposition a company without actual change on the ground. What you say (or how you say it) is less important today. It’s more about what you do. The name of the game is merit.

In Part I, we discussed the shift from relative evaluations to absolute values, which is driven by the emerging socially intensive information environment. In Part II we saw how this changes marketing forever. Now let’s move on to Part III, where we discuss a new framework that should help marketers make more effective decisions.





III

A New Framework
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THE INFLUENCE MIX 

WE DOUBT THAT many readers of this book frequently visit certain fan pages on Facebook, such as those dedicated to paper towel brands like Bounty or Brawny. So if you’ve ever wondered what’s happening on those pages when you’re not looking, here’s a quick snapshot from a random week in the winter of 2012. On the Bounty page, the moderator asked fans: “Have an endless to do list? If only Bounty could wipe away some chores. What do you want to wipe away this week?” Nineteen people had something to say about that. At the Brawny Towels page, a different question was presented: “Eat a Red Apple Day is tomorrow. Name one of the messiest recipes that calls for apples!” Thirty-four people responded (applesauce seemed to be the winner).

With marketers’ rush to social media, we often see strategies that are adopted across categories without much attention to how well they are aligned with the way consumers make decisions in a certain domain. Inviting fans to “join the conversation” can be perfect in some categories, but the potential impact of engaging consumers in a conversation about paper towels is limited at best.

Things work differently in different categories. The shifts we describe in this book will not happen evenly across the board. There are areas where they are in full swing, then there are areas where they are progressing very slowly, and there are domains they will most likely never reach. We don’t expect these trends to apply in the same way to cars and paper towels, to well-connected and to less connected consumers, and to decisions made with or without time pressure. In this chapter we introduce a framework—the Influence Mix—that lays the foundation for this discussion. Simply put, this framework should help marketers determine the relevance of the trends we’ve described to their particular situation. From brands losing their role as proxies for quality to the declining effectiveness of persuasion techniques—the extent to which these trends apply to a particular firm depends on its customers’ Influence Mix.

We start with a simple idea: A person’s decision to buy is affected by a mix of three related sources:


	The individual’s Prior preferences, beliefs, and experiences (P)

	Others. Other people and information services (O)

	Marketers (M)



For example, when you buy a new cell phone, you’re influenced by your prior attitudes, habits, and pre-stored information (P), by your friends, reviewers, and experts (O), and by the cell phone marketer (M). Let’s briefly discuss the main characteristics of each of these sources.

P—Often Vague and Unstable

Prior preferences refer to all the consumer’s pre-stored information, attitudes, beliefs, and feelings about something. As consumers, we like to think that our preferences are well defined and clear, but this is often not the case. As we explained in Chapter 2, because preferences (especially for less frequently purchased products) are often vague and not so stable, they can be influenced by the context (or the options that happen to be in front of you), how you are asked to express your preferences, and the description of options. Although we have argued that these arbitrary influences become less effective and controllable in the new environment, there is still plenty of evidence that preferences can be influenced. Such vagueness and instability are inherent to preferences and are unlikely to change regardless of the amount of available information. P also has a stable, “harder” part, which we will discuss later in this chapter, but if we have to leave you with a couple of keywords regarding P, we would say that, more often than not, these words would be “vague” or “unstable.”

O—Often Trusted and Diverse

O is an umbrella notation that we use for “other people” and information services. It includes all the information sources other than P or M: reviews from other users, expert opinions, price comparison tools, and other emerging technologies or sources. When making purchase decisions, consumers want to make good decisions and avoid risk. And O is often regarded as the most useful source. In some cases (as many consumers have learned from experience) information from O can be just as biased as information from M, but even when that is the case, many consumers perceive the opinions of O as more credible. They love the feeling of “going behind the back” of M to get the real scoop from O. A big asset of O is in its richness and the nuanced information it provides, which derives in part from the large and diverse sample size. When you look at a hotel on a review site, you see it through the eyes of dozens, sometimes hundreds of reviewers. These reviews are based on different times people visited the hotel, the particular employees who happened to serve them, and each reviewer’s specific point of view. O includes a wide range of information providers and influencers, which are quite diverse in terms of their characteristics, how they are perceived, and their roles across product and service categories and consumer segments. Within the different O contributors there is kind of a division of labor, with each party doing what it can do best. For example, while regular users tend to emphasize their experience, experts such as Consumer Reports or CNET emphasize what they do better—comparison of specs and objective performance.

M—“The Usual Suspect”

It won’t come as a surprise to most readers that consumers don’t trust marketers as much as marketers would like them to. At its core, this doesn’t originate from marketers being dishonest but from the fact that they have an obvious vested interest. Given this inherent mistrust, it may sound surprising that people even look at ads, engage with brands on Facebook, or visit company websites, but this can be easily explained. For one, consumers are often fine with getting basic information from brands; they trust marketers when it comes to specifications, color, availability, or special deals. (The number-one reason for why consumers “like” brands on Facebook is to be eligible for special offers.)1 But when it comes to assessment of the quality of a product, marketers are not seen as objective as experts or other consumers.

WHEN “VAGUE” MEETS “TRUSTED”

We think of the Influence Mix as a zero-sum game. For any given decision, the greater the reliance on one source, the lower the need for other sources. So a rise in the weight of one factor must come at the expense of another. For example, if the impact of O on your camera purchase goes up, the influence of M and/or P must be lower. To be clear, we’re not talking about a Rock, Paper, Scissors game among P, O, and M, with one source coming on top. It’s simply that the three sources are compensatory and together drive decisions, so an increase in one diminishes (but usually doesn’t eliminate) the importance of another.

Reliance on information sources is, of course, a function of their costs and benefits, and in the past decade we’ve seen a significant rise in benefits and a simultaneous decline in costs of information from O, which has drastically increased the relative contribution of this source.2 The main winner is O and the main loser is M because in most cases O is a direct, dominating substitute for M. Marketers’ self-interest makes them inherently suspect, whereas O (despite its limitations) offers much richer and more credible information about products.

What about P? Why doesn’t P take over the mix more often? To understand the answer, a few more words are due about its vagueness. There’s a great scene in the Marx Brothers movie Duck Soup in which Chico tries to pass himself off as Groucho. He places a fake mustache under his nose and sticks a cigar in his mouth, but one of the characters, Mrs. Gloria Teasdale, is skeptical because she just saw the real Groucho leave the room. To persuade her that he indeed is Groucho, Chico delivers a killer argument: “Well, who you gonna believe, me or your own eyes?”3 As it turns out, this line is not as absurd as it might sound. There are experiments that show that sometimes we are willing to rely so much on other people, that we are willing to push aside not only our preferences, but the evidence in front of us.4 And plenty of research shows that people’s beliefs and preferences are often ill-defined, so information from O may overshadow prior beliefs and perceptions.

We can think of the impact of O in terms of the classic economic distinction between “search goods” and “experience goods.”5 The quality of search goods and their attributes, such as the beauty of flowers, can be inspected and determined before purchase, whereas experience goods and their attributes, such as cars, movies, and new types of food, can be assessed accurately only after gaining personal experience.6 Now, if reliable O provides accurate information about quality, then more and more products become effectively like search goods, for which quality can be assessed before purchase. In fact, in many (but certainly not all) cases, the information available before purchase is a better predictor of an individual’s long-term consumption experience than that person’s own initial personal experience with the product. For example, a car may have an unexpected problem during the first week of ownership, but its reliability ratings, for example, in J. D. Power and Consumer Reports, are likely to be better predictors of the consumer’s long-term experience with that car.

If you’re looking for a summary of how influence is transforming in many categories, here it is: Since P is vague and unstable, other sources usually capture “decision share” from it. In the past, M gladly played this role, but with the rise in availability of O (which is perceived as more informative and reliable), O is taking over.

NOT SO FAST, MY FRIEND

It’s important to understand that while the last paragraph reflects the general trend, there are cases in which P or M still dominates the mix. If you’re a parent, we’re sure you’re well aware that O has its limits. Your children don’t automatically like brussels sprouts or broccoli just because they see you eat them and hear from you how good they are. People can have strong preferences that dominate their decisions. Consider how the authors of this book feel about dark chocolate. Emanuel cannot stand it. Itamar, on the other hand, considers 90 percent cocoa content chocolate a healthy delicacy and has communicated his love for this confection to Emanuel many times (some would say, too many times). But this O influence has not left a dent on Emanuel’s preferences. Ads or articles that highlight the health benefits of dark chocolate have not been successful, either. In other words, Emanuel’s deeply rooted, well-rehearsed (negative) preferences for this product don’t leave much room for O or M influence. There are cases where P is clear and transparent, and in those cases it dominates the decision.

Think about how you feel about cilantro, licorice candy, or jazz. Your preferences for these things are probably stable and very clear to you. Could someone simply trick you into liking or disliking these things? Probably not. You either like jazz or you don’t. The existence of stable preferences sounds pretty obvious, but for the past few decades, researchers in the area of behavioral decision theory have raised serious doubts about the existence of any such stable preferences (except for repeat, habitual decisions and brand loyalty). Instead, the common belief in the field has been that preferences are typically constructed when decisions are made, and then they usually dissipate. Yet in some cases, stable preferences play a bigger role than they get credit for.

Incidentally, the roots of theses stable preferences may surprise you. The results of a study that Itamar recently conducted with Aner Sela from the University of Florida suggest that people’s preferences for jazz, chocolate, sci-fi movies, compromises, and (maybe) hybrid cars appear to have a large heritable component. No, people don’t have a Prius gene, but the study suggests that a certain combination of heritable traits leads a large group of consumers to behave in a similar way. What does this mean? It means that part of your liking (or disliking) of dark chocolate doesn’t come from your experience with chocolate and from M and O influence. Rather, it may be in your DNA. (Notice the words “part” and “may.” Nobody is arguing that chocolate preferences are totally genetic. And it will take years before we fully understand the exact meaning of these results.)

When you walk into the supermarket, many of your routine or habitual purchases are dominated by P. Getting milk, bread, and eggs into your shopping cart is a matter of habit and is affected mainly by your prior preferences, leaving little room for M or O influence. Of course, at some point P may have been shaped by M and O. Your long-term preferences for chocolate are also influenced by chocolate inputs in the environment—both the actual chocolate and the abstract concept of chocolate. Everything people around you said about chocolate. All those Hershey’s or Cadbury commercials you’ve seen over the years. So advertising (M) and your friends (O) can, over time, help shape your preferences (P). These external forces can also affect whether your hidden preference tendencies will see the light of day. For instance, while many video game players had the potential to enjoy a motion-sensitive remote, without the creative idea of the Wii inventor that preference would not have come to light.

Our main point is this: With all due respect to O, marketers should understand its proper role in each category. While people may, once in a while, talk about paper towels, their choice is not significantly influenced by their peers in this domain. Even in categories that people discuss more often, the chatter doesn’t always mean that O dominates the decision. Here’s an example: Around the turn of the millennium, everybody was talking about Krispy Kreme doughnuts. Nicole Kidman reportedly referred to them as “God’s gift to doughnut lovers” and, according to Fast Company, Willard Scott of NBC revealed that he worships in “the church of Krispy Kreme.” At first, this may seem to imply that the Influence Mix was dominated by O, but think about the way consumers make decisions in this domain. While it’s true that people tell their friends about a new doughnut place (and we’ve seen a few doughnut shops with more than a thousand reviews on Yelp), by and large people don’t decide on getting a doughnut by reading reviews, listening to Nicole Kidman, or conducting extensive research. Having lots of people buzz about your product can certainly be a good thing, but it doesn’t automatically mean that O is a major component in consumers’ decisions. When it comes to doughnuts, decisions are influenced by things like prior preferences, store location, and promotional activities, which means that managers like those at Krispy Kreme should not be blinded by the buzz about their brand (which is bound to die out, as it did around 2004 for Krispy Kreme) and should continue to invest in marketing activities such as coupons and other promotions.7

When O or P don’t play a major role in a purchase decision, it means that room is left for M influence. Think about buying a toothbrush, for example. Standing at the drugstore in front of an aisle of toothbrushes, a shopper is likely to be influenced by whatever is at her eye level, the packaging of the product, and by brand. So makers of toothbrushes are likely to operate under different rules than carmakers, for example. Yet too often we hear sweeping generalizations about “marketing” regardless of the product category.

SO WHAT’S YOUR CUSTOMERS’ MIX?

Marketers must understand their customers’ current and future Influence Mix, that is, the importance of P, O, and M for their customers’ purchase decisions, given the product category, their customers’ characteristics (which, of course, vary by customer segment), and the brand position. As a framework, the Influence Mix can help marketers analyze how the weights of the three sources are likely to evolve over time and, accordingly, how much and where to invest their marketing dollars. Put a different way, your Influence Mix can help you understand the significance of absolute evaluations in your case, and, in turn, this may determine whether your company should use its traditional marketing framework or adopt a whole new way of looking at things.

The critical questions for you to ask are: To what extent do my customers currently depend on O and on specific O types or ingredients in making their purchase decision, and to what extent might they depend on O in the future? Since we’re not dealing with a yes/no question, we present the answer on a continuum. The trends described in this book are relevant to you to the extent that information sources other than P or M are being used by your customers. The closer your customers are located to the O-Dependent end of this continuum, the more significant these trends are in your situation.

[image: ]

If you operate in a completely O-Independent domain (the left side of the continuum), this means that most of your customers do not rely on O at all in their purchase decision, and even among those exposed to O, the impact of that information on purchase decisions is negligible. If you sell clothes hangers, your customers are just around the “O-Independent” end on the left. At the other end of the continuum—the O-Dependent end—you can find customers for products and services where the purchase decision is more influenced by O. For example, the decision to join a social networking site such as Facebook is heavily influenced by other people because the service itself is all about interacting with others. For most companies, the answer is somewhere in between these two extreme cases. Here are some of the general factors that affect your customers’ location on this continuum:

	•   Decision importance

Consumers are less likely to invest their time in researching things that are less important to them. Buying a laptop is much more important than buying paper towels, so a lot of what we said earlier applies to the first and not to the latter. For example, the decline of brand as a quality proxy applies less to Bounty and more to Dell. Important decisions move your customers to the right.

	•   Quality and differentiation

The percentage of consumers who bother to take advantage of available quality information also depends on the importance of product quality information and, relatedly, on product differentiation. For example, when it comes to a not-so-important commodity like paper clips, quality information is not particularly important, both because paper clips are not very important for most consumers and because quality differentiation is limited.

	•   Risk and uncertainty

Decisions involving greater risk tend to move things toward the O-Dependent end. The risk can be monetary or psychological. That’s why you should expect more O for new products. Risk also relates to product complexity. Both novice and expert purchasers of more technically complex products are likely to rely on O. Risk, uncertainty, and complexity tend to move your customers to the right of the continuum.

	•   The rate of change in your category

Change leads to uncertainty, risk, and a need to keep up with the latest, so if you operate in an industry with frequent new entrants, changes in market share, and new features and capabilities, it is likely that your customers depend on O. Changes in your category move your customers to the right.

	•   Usefulness of O

The ability to assess quality and fit by listening to others differs from category to category. When a friend tells you that her new printer is amazingly reliable, this is a matter of experience and this information is likely to be useful to you. However, if this friend tells you about a new dress she bought, this information may or may not be useful. It’s a matter of taste. (You may still seek information from those who are in your taste segment, but P is likely to play a significant role in your final decision.)

	•   Network externalities

The benefits of buying a popular product are significant in the technology sector. If you buy a phone that nobody else uses, it may be hard to find accessories. So you want to find out what others use. Conversely, this is not a consideration when you buy furniture, for example. In fact, sometimes popularity has a negative effect (for example, for some consumers, wearing the same perfume as others or owning the same furniture is a negative).

	•   Public consumption

We can expect the impact of O to be greater with respect to publicly consumed products. Everyone sees what car you drive, what phone you use, so O is a consideration in their purchase. Public consumption moves customers to the right on the continuum.

Your customers’ location on the O-influence continuum may vary across your products and, for a given product, across customer segments. In fact, you may find that segmenting your customers based on their location on the continuum is a more useful segmentation variable than most other traditional segmentation bases (such as demographics, psychographics, benefits, etc.). In Chapter 11, which is dedicated to market research, we’ll discuss what can be done to assess your customers’ location on the continuum.

How does a category’s life cycle stage affect customers’ location along the influence continuum? Risk and quality variability obviously tend to be greater in early stages of a category development, which suggests that early adopters will pay close attention to the available O to reduce the risk. But these days buyers can also easily benefit from O when the category matures. Consider microwave ovens, which reached the maturity phase a long time ago. At this point, the impact of a brand name is much smaller, whereas value for the money and specs and features are more important. So people do seek information from current users and experts about the best overall options, recognizing that brand names are poor proxies and may not represent the companies that actually make the products. Also, as the category matures, we would expect the quantity and reliability of O to increase, which should lead to greater reliance on O.

NOT SET IN STONE

Your customers’ location on the continuum is not set in stone and should be seen as the current state in an evolving trend. Since the rise of O is an ongoing process and is very much driven by technology, it’s possible that new tools will allow O to take over in domains that are currently dominated by M or P. That’s why marketers should be on the lookout for game-changing technologies (and changes in consumer behavior) that might lead to new types of information sources and O-influencers. The trends we discuss here may be vaguely relevant to a company today but increasingly important only a few years later. For example, if large communication screens that let us chat with family and friends become ubiquitous in our kitchens, O’s importance may increase for products we use when cooking. Here’s a hypothetical example that may become a reality someday in the future: Picture a home device that measures the free radicals in your blood. Lots of marketers claim that their products reduce free radicals by providing antioxidants. An accurate and inexpensive device will reduce M’s influence in the mix as the device will replace the marketer in assessing this claim.

The information vehicles consumers rely on affect the mix as well. Lots of people still watch TV, and TVs are perfectly suited for M’s influence. You sit in front of a large screen watching your favorite program when a commercial comes on. In contrast, mobile phones, which have taken the world by storm, are inherently less M-friendly. The screen is small and the user switching options are easy and numerous. Consumers are less likely to stare at a commercial on their cell phone than on their TV, so this technology further contributes to the decline in M’s ability to influence.

Channels of distribution and of customer acquisition are important drivers of your customers’ location on the continuum as well. Certain channels are more conducive to O, whereas others are much less so. This has important practical implications. Think of car insurance, for example: Such services are sold often one-on-one or by phone, making reviews less accessible. If a company such as Amazon were to start offering car insurance, we’d expect to see more reviews that have greater impact. In other words, it would make O more accessible. If you are an established player like Geico or State Farm, with high brand equity and a high advertising budget, you have no reason to promote or rush into such comparison-friendly channels. If, on the other hand, you are a newcomer, you should promote O-friendly channels that make options more comparable and thus limit the role of brand equity and loyalty. We suggest that, sooner or later, the big brands won’t be able to fight the inherent impact of O, and the most efficient channels will prevail.

In general, your customers’ location on the continuum can move as O information becomes more widely available, and we can expect (and observe) greater reliance on it. Products that were considered “low involvement” in the past can move toward “high involvement” as information becomes more accessible and diagnostic. For example, it used to be difficult to find out the nutritional value of food in fast-food restaurants. Today you can look it up on the Web or use apps like HealthyOut or Fast Food Calorie Lookup and get the answer in seconds. So, for certain segments, pre-purchase search is becoming more extensive and common in the fast-food category, moving them to the O-Dependent side.

IN A HURRY?

Here’s a fun exercise. On the next Black Friday, set your alarm clock to 3 A.M., drive to your nearest department store, and stand in line with some other folks who are half asleep. Then, when the store staff opens the doors, rush in with everyone else. Okay, maybe it’s not that much fun. You can save yourself the trip and watch some videos from previous Black Fridays on YouTube. (We provide some links from the book’s website.) Whether you go there yourself or watch the video, you’ll be observing people making decisions under time pressure: people grabbing boxes into their shopping carts just because there’s a SALE sign over the display, people blindly following the crowd, people buying “bargains” that aren’t really. And most likely, you’ll see this happen with typical O-Dependent categories such as consumer electronics. Our point is this: The degree to which a consumer relies on O depends not only on the category but also on various contextual or situational factors. Some of the same people who grab products indiscriminately on Black Friday may take full advantage of information when they shop under different conditions (for example, online), but with not much time to decide they are susceptible to relative influences, relying on the general belief that “if it’s on sale on Black Friday, it must be a bargain.”8

Here’s another example of a situational factor that determines the degree to which a decision is O-Dependent. We came across a product review on Amazon that really confused us. It was a review for a particular model of a self-cleaning litter box, written by a woman named Teresa. To say that Teresa didn’t like the product would be an understatement. She said it was expensive, the lid did not close properly, and the gears got clogged with her cat’s litter, so she had to clean them with Q-tips. Just six months after she bought it, the machine started making horrible noises so Teresa turned it off. “It was a complete disappointment,” Teresa wrote in her review, and gave the product one star out of five.9 What confused us was the fact that before she bought the product, 240 (!) other customers gave the same product a one-star review. They all begged potential buyers not to follow in their footsteps, with headlines such as: “Junk! Save Your Money!!!” or “Don’t waste your money on this model!” And yet Teresa shelled out almost $150 for this item.

Why would anyone buy a product that “stinks literally and figuratively” (as one of Teresa’s fellow reviewers put it)? Why would anyone buy a product with more than two hundred one-star reviews?

When a decision is made at the point of purchase without much prior deliberation, then brand name, price, an enticing product description, and other quality proxies still exert great influence. This is what happened with Teresa: It was an impulse purchase at a brick-and-mortar store. She didn’t see all those negative online reviews before she bought. Confined to the local context, she was susceptible to much more M influence. (Maybe the product was at her eye level, perhaps she was familiar with the brand, maybe it was sold at a discount.) It was only when she decided, out of frustration, to write her own review that she discovered she was not the first to have such an experience with this particular model.

Point of purchase at brick-and-mortar stores will still be a place where consumers are susceptible to relative influence. Smartphones are likely, over time, to reduce this effect (even on Black Friday, where we see people using apps like ShopSavvy to check prices), but this won’t happen overnight. So marketers of inferior products can (unfortunately) get away with mediocre products by focusing their efforts on point-of-purchase promotions in brick-and-mortar stores. It’s also worth noting that choice overload can be a problem in this context. Unlike the Web, where sorting tools are available, in a store environment (for example, the cereal aisle at the supermarket) too many options can indeed be overwhelming and harder to choose from.

There are other situations where consumers are confined to the local context. Casinos are designed with no windows or clocks on the walls so that you’re less aware of how late it is and are more likely to pay attention to what the casino owners want you to focus on.10 If you’re on a flight with no Internet access, you may be enticed to buy not-so-useful products from the in-flight catalog. On one especially long flight, Emanuel ordered a system of weights you hold between your teeth to supposedly tone the definition of your jawline (He was disappointed). When you’re in a foreign country, you have limited access to information because of language barriers. Itamar recently paid $85 for long underwear (an American brand!) in Beijing. (It was minus-15 Celsius, or about minus-5 Fahrenheit, which also introduced some urgency to the situation.)

A STRONG BRAND CAN PARTIALLY CONTROL THE IMPACT OF O

Who is more O-Dependent, Apple or a lesser-known brand? Instinctively you may answer Apple because “everybody’s talking about Apple.” The answer, however, is more complex. Before taking a risk by acquiring a lesser-known brand, consumers are likely to pay close attention to what previous adopters are saying. What matters is the perceived risk associated with the particular brand. High-risk options tend to be closer to the O-Dependent end. A company like Apple may be somewhat protected from the impact of O but not to the degree that some observers believe. There is no doubt that Apple and a few other brands don’t need to do much in order to get attention—any new Apple product is an event. If a new Apple product then gets favorable reviews from users and experts, success is virtually guaranteed. In fact, assuming the product is not a total disappointment, Apple loyalists may buy it even if the reviews are not so favorable. But while Apple (at this time) and a few other brands may be protected from O to some degree, most brands don’t have that luxury—each new product must pass the O test. In a way, you can see a (very) strong brand as a credit line you build with customers. Consistent top performance may create such a level of confidence among your customers that they don’t feel the need to check with other sources. Realistically, though, this credit line is something that only a handful of brands can enjoy, and even for them, it can be short-lived.

Don’t expect to be able to determine that your customers’ decisions are based on, say, 30 percent P, 60 percent O, and 10 percent M. The Influence Mix is an analytical framework, not a precise measurement tool. Separating the three sources can be sometimes tricky, in part because their relative contributions depend on your time perspective (and one component depends on the others). As we pointed out, much of people’s P has been acquired over time from O and M. Accordingly, whether a particular piece of information, a judgment, or a decision criterion falls under P depends on the applicable time frame. We focus here on the mix during the purchase process. But even though precise accounting of the relative contributions of information sources cannot be accomplished, it is possible to make broad qualitative observations regarding trends in their relative impact. Based on these qualitative observations, marketers can balance their marketing efforts to where they are likely to have the greatest impact.

In this chapter, we offered a framework that should help businesses determine the relevance of the trends we’ve described to their particular situation. The extent to which these trends apply to a particular firm depends on its customers’ Influence Mix. The big trend that we’ve been pointing out throughout this book is higher O-influence among consumers. But let’s not get carried away. What’s true for cars or tablets doesn’t necessarily apply to other categories. Marketers should avoid blindly following trends and adopt the philosophy du jour. Instead, they should align their activities with the way consumers make decisions in their specific situation. Having said that, the way consumers make decisions in a particular domain may change. So marketers should be on the lookout for game-changing technologies (and consumer behavior) that might lead to new types of information sources and O-influencers. Your customers’ location on the continuum is not set in stone. Since the rise of O is an ongoing process and is very much driven by technology, it’s possible that new tools will allow O to take over in domains that are currently dominated by M or by P.
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COMMUNICATION: MATCH YOUR CUSTOMERS’ INFLUENCE MIX

PERHAPS THE BIGGEST area of confusion among marketers these days is understanding what is changing and what is not. Most marketers recognize that the times are changing, but many have not adjusted their strategies accordingly. Others have adopted “consumer empowerment” and “spend your marketing dollars where your customers spend their spare time” mantras, which they apply indiscriminately. We advocate a more nuanced approach. Marketers can greatly benefit from developing a deeper understanding of where they may have an impact on consumers and where their efforts are less likely to work. Their communication program for each product and target segment should follow their customers’ location on the influence continuum.

To start with, marketers need to figure out their customers’ Influence Mix and where their customers are, by segment, in terms of their dependence on O. They then need to determine the corresponding “effective mix.” Quite simply, marketers’ effective mix is derived from the key sources of influence on their customers’ decisions. For example, sophisticated camera buyers may rely primarily on sites created by fellow photographers and experts. These customers may pay little attention to advertisements in social media, on TV, and other marketer-controlled media. If so, the effective mix should reflect this influence mix.

In general, those marketers operating in primarily O-Independent categories can hang on to some old rules, but be on the lookout for game-changing customer behavior and technologies. We’ll discuss those toward the end of this chapter. Let’s start with the growing number of marketers who find their customers closer to the O-Dependent end of the continuum.

NEW RULES. NEW ROLES

Throughout this book, we’ve been discussing the new rules that apply to O-Dependent domains. Let’s recap some of the key conclusions:


	In an increasing number of categories, brands are losing their role as proxies for quality.

	A consumer’s past satisfaction is not as important as it used to be in making purchase decisions.

	Consumers’ loyalty is declining and is a weaker driver of future purchases.

	Positioning and persuasion techniques are less effective than in the past.

	Sales tactics that try to capitalize on consumer “irrationality” and preference instability don’t work as effectively as one would expect from reading books and articles on the subject.

	Emotional appeals face tougher competition from the abundant “rational” information.

	The verdict about new products is reached faster, which makes the traditional classification of adopter types less relevant.



In a world dominated by these new rules, marketers will play new roles that can be radically different from the ones they played in the past. Marketers should stop thinking of themselves as the drivers of consumers’ purchase decisions and embrace their role as followers. Another way to put it: Because their customers shifted their attention from M to O, these marketers need to focus on O as well, especially where they can do something about it. Your customers’ Influence Mix essentially determines the effectiveness (or ineffectiveness) of various marketing tools. While understanding the mix can help in many areas, it has the most immediate implications to the way companies gain insight about the market (the topic of the next chapter) and to the way they communicate with the world, which we’ll discuss here.

Yes, there are marketers who genuinely recognize the shift, but by and large, marketers still see themselves as having a major impact on consumers’ perceptions, preferences, and purchase decisions. If you open most marketing textbooks or attend an executive education program today, you’ll essentially see guidelines that are supposed to put the marketer in the driver’s seat. According to most textbooks, if marketers properly segment, target, position, and tailor their tools, consumers will likely buy their products. These texts may still apply to the O-Independent side of the continuum but they are much less relevant for the growing group of products and services on the O-Dependent side. Having said that, this does not mean that marketers have no role in communication. Although their role has been reduced, marketers should still understand where they can make the greatest contribution and what that contribution may be.

GENERATING INTEREST (NOT TOP-OF-MIND AWARENESS)

The death of advertising has been pronounced many times. Regis McKenna predicted the obsolescence of advertising more than twenty years ago.1 Al and Laura Ries put it succinctly in The Fall of Advertising and the Rise of PR: “Advertising is Dead. Long Live PR.”2 While we agree that the power of advertising has been reduced, we doubt that it will ever disappear. The key is to understand advertising’s very specific role in O-Dependent domains. In a nutshell, advertisers should focus on generating interest, not on creating top-of-mind awareness or on persuasion. This distinction is important to understand.

The established assumption whereby brands must be in the consumer’s consideration set in order to have a chance to be considered when a decision is made is less relevant today. Easy access to information and the rapid changes in the marketplace mean that consumers tend to seek up-to-date information and the latest best options when a decision is about to be made.3 In other words, consideration sets are actively created when it counts, and are less likely to be constructed based on the names that come to mind. Furthermore, merely making a name top-of-mind doesn’t do much in categories where consumers rely on experts or other users to figure out which options deserve to be considered. Top-of-mind advertising is commonly used on the Web, with (increasingly intrusive) banner ads and the like. We also see more movie and TV product placements, such as American Airlines and Hilton in George Clooney’s 2009 movie Up in the Air and a variety of Sony products in the James Bond movie Casino Royale. Marketers who use this practice hope that seeing their brand again and again will make consumers more likely to think of their brand when it’s time to buy. Banner ads and product placements may still serve as reminders, but when it’s time to buy, consumers will rely on more trusted sources, which will likely override any residual effect of exposure to banner ads. Yet many marketers blindly follow the rule that they have to be where consumers are. If consumers are on Facebook, they have to spend their advertising dollars on Facebook, whether or not they are effective—just to be “top-of-mind.”

Instead of top-of-mind ads that focus on a brand name, the goal of advertising should be to generate interest in the product’s advantages. This can happen at two stages: before or, most important, when and where a decision is made. Let’s start with the latter. Advertisers should place ads closer to the “moment of truth” (for example, use search engine or retail website ads). That is, marketers should focus on absolute advertising regarding features that count, and that information should be readily accessible and easy to comprehend at the point of purchase (for example, on the Web page where the product is sold).

Advertising can also be most effective when it’s successful in generating enough interest for the consumer to add it to his “watch list” (see our discussion of “couch tracking” in Chapter 3), which enhances the long-term likelihood that this will lead to purchase. Consider the following YouTube video: NBA star LeBron James is eating breakfast with his family as his son is playing with his dad’s phone (a Samsung Galaxy Note II). “What’re you doing over there?” James asks suspiciously. “Nothing . . . ,” the boy says smiling. We, the viewers, can see that junior is using the phone’s stylus to decorate a photo of his father with a bright red Afro. When he hands his dad’s phone back to its lawful owner, the family gets a good laugh. Cut to a text message from Magic Johnson: “Congrats, young fella. Nothing like the first one. Enjoy the big night!” Cut to James video-chatting with a class at some school that is holding a big sign: “Congratulations, LeBron!” At a local food truck in Miami, LeBron is posing for a picture with fans. Next he’s at a local barbershop getting a shave. As the barber works on the star’s hairline (which has been subject to some mockery), LeBron and friends watch a video of the dunk sensation Porter Maberry (who’s five foot five but dunks like a seven foot seven). Finally, LeBron arrives at the basketball arena for the highlight of the day—members of the Miami Heat team receive their championship rings. He folds the elegant flip cover and puts his phone in his pocket.

When Samsung went to market with its Samsung Galaxy Note II, they produced this ninety-second video.4 Last time we checked, this video had more than 40 million hits on YouTube. A similar version was aired on TV and got nice attention from viewers.5 The interest is driven by James, but it’s not a “top-of-mind” ad that tries to drill in the brand name with the hope that you’ll remember it one day. It’s an ad that shows you a new phone with the hope it’ll invoke your interest and get you to look for more information. Unique features are of course important for triggering interest. Stylus, video chat, the Galaxy Note II’s screen size, flip cover—all get their screen time. Of course, if user and expert reviews were negative, the interest generated wouldn’t lead anywhere, but in this case the high interest was coupled with high ratings from users, which has been reflected in sales.

This doesn’t mean that the only way to generate interest is to sign up deals with NBA stars or have a giant advertising budget. Here’s a campaign that utilized totally different tools and is for a much less glamorous product than a smartphone. Still, it focused on generating interest in a product, and not on simply creating awareness. The Scotch Thermal Laminator is a small machine (the size of a small printer) that allows users to protect documents. This isn’t a product that is likely to get much attention on tech blogs or at the physical channel where it is usually hidden on some bottom shelf. Using Amazon’s Vine program (in which reviewers are invited to post opinions about products), 3M sent the Laminator to the top reviewers on Amazon.6 When you look at a laminator and its specifications, it’s a pretty boring piece of machinery. Reviews can bring a product like this to life. This is what happened once the reviews came in: Parents talked about how they use it to immortalize their kids’ artwork; teachers described how helpful it is in the classroom; someone explained how this lets him read his Bible study papers in the hot tub. . . . Once people have such a tool, they start laminating everything: aging sheet music, family documents, ID cards, recipes. . . . How did 3M use this to generate further interest? Once the product had several hundred reviews, 3M partnered with a large office retailer and emailed its customers some information from these reviews with a special offer. In other words, it created interest by bringing O to people’s attention. “It made the Laminator into one of the fastest growing SKU’s in our consumer business” Raj Rao, vice president of Global eTransformation at 3M, told us.7

COMMUNICATING THROUGH O

By definition, consumers in O-Dependent domains are focused on O, which makes it increasingly difficult for marketers to influence them directly. It’s difficult to get consumers’ interest and even more difficult to persuade them or shape their preferences. Marketers in an increasing number of categories should understand, therefore, that their primary role is shifting from persuasion to communicating with consumers through O.

Social media is important in our context, but in very specific ways that don’t necessarily correspond with what you frequently hear these days. There are two misconceptions that marketers have in the way they view social media. First, many marketers view social media as yet another instrument in their arsenal of persuasion tools. Our Influence Mix framework may shed some light on the limitations of this view. Social media sites like Twitter or Facebook can be used to transmit information from either O or M. When they are used by consumers to communicate with each other (for example, when a consumer tweets about her new car) we consider this O. In contrast, when a company uses a social media site (for example, when GM tweets about a new model or posts a video on YouTube), we view this as M. This distinction is important because M—even when it uses social media—is still likely to be perceived as biased because of its vested interest. We’ll elaborate in a moment, but the main point is this: Trying to persuade consumers that your product is the best has become less effective even if it’s done via social media. Marketers should not lose sight of their ultimate goal, which is to stimulate genuine consumer content that will help consumers evaluate their likely experience with a product.

The second misconception is that some observers still frame social media under old concepts that are becoming less relevant. For example, we hear a lot about using social media for brand building or for fostering loyalty. Some suggest that social media lets consumers become even more loyal as they start advocating for a brand. It won’t come as a surprise to our readers that we have some reservations. While there are some consumers who are active advocates and who bond with a brand (and yes, there are a few brands like Harley-Davidson where this advocacy and loyalty may be shared among many customers), by and large, consumers will rely less on brand and loyalty when making a decision, and instead will be likely to look around for the best product recommended by experts and other users. Those who are most likely to take advantage of special offers on a brand’s page are those who are already fans or those looking for special offers. We also hear about using social media to create an emotional connection with consumers. One should be cautious here, too. As we pointed out, when consumers listen mostly to O (which tends to communicate “rational” reasons to buy), there’s less of a chance that they’ll be affected by long-term emotional ties to a company, even if these ties were created through social media. As we said earlier, emotions often play an important role in buying decisions and they can certainly be evoked through social media. Our point is that when consumers are immersed in rational information, the relative role of these emotions is reduced.

In the old days, the three main tasks of marketing communication were: generate interest, build preference for the product, and encourage purchase. (Of course, this is a simplified view, but it will serve us here.) Marketers are limited in generating interest in O-Dependent categories because consumers are focused on O. This is even more acute when it comes to preference formation. As we discussed, it’s almost pointless to try to persuade people that they should prefer your product when they can (and do) easily turn to more reliable sources. So where can marketers make a difference in regards to preference formation? Increasingly, their key task on this front will be to make sure that each consumer can easily find O content that is relevant, recent, and helpful. To remove any doubt, we are not talking about planting fake reviews or any other similar methods. We are talking about open, transparent recruitment of honest opinions from experts or from actual consumers who have experienced a product or a service.

This is also the place to point out that not all “O” is created equal. The best O content helps the consumer get closer to knowing her likely experience with a product. The impact of a “Like” on Facebook in that sense is not the same as a thorough product review by a respected blogger. A re-tweet of some company promotion is not the same as a video review on YouTube that presents the pros and cons of a new smartphone. Of course, when consumers relay a message from M (such as a re-tweet or sharing a link to video), there’s an implicit endorsement that somewhat reduces M’s perceived bias. But the impact of such brief and public endorsements tends to be weaker than some other forms of communication.

MODERATING REVIEWS (AND WHY EVEN BAD ONES CAN HELP)

Marketers play a smaller role when it comes to preference formation, but one that should not be ignored. Names such as Reevoo, Bazaarvoice, or PowerReviews may not be familiar to all readers, yet the activities of these companies can help us understand what actions marketers can take on this front.8 Let’s take a quick look at one such company—Bazaarvoice. What does Bazaarvoice do exactly? First, they handle the collection and moderation of reviews for companies such as 3M, Lego, LG, Microsoft, and Samsung. Then they syndicate this content to retail sites around the world. So when you read product reviews on Walmart.com, BestBuy.com, or Costco.com, the vendor behind the scenes is Bazaarvoice.

Having plenty of reviews for each product or service is valuable to the consumer for several reasons. First, a large sample increases the chance that the reviews reflect the consumer’s likely experience. Second, the likelihood that a few manipulated reviews will affect the overall ratings decreases as the number of reviews increases. Third, having recent reviews reassures the customer that they are likely to experience a similar level of service to what was described by other customers (a hotel that was last reviewed two years ago leaves a potential guest with too many questions). And fourth, in order for a consumer to find reviews that are relevant to her specific requirements, she needs to start with a large set. Bazaarvoice software allows a customer to sort the reviews by different attributes, so, for example, a customer who’s looking for makeup can focus on reviews written by people with similar hair or eye color.

Companies such as Reevoo or Bazaarvoice solicit reviews from verified buyers to maximize the number of reviews that are based on actual experience. While the reviews are screened for profanity and other forms of offensive language, negative reviews are not filtered out. Brett Hurt, the cofounder of Bazaarvoice, told us that, perhaps surprisingly, they find that including negative reviews can actually drive sales. First, negative reviews signal to consumers that they are shopping in an authentic environment. This means that they can trust the positive reviews for the product (or other products on the site). Second, people’s preferences differ, so one person’s negative can be another person’s positive. For example, a novice photographer who’s shopping for a digital camera may read some reviews by serious hobbyists who slam a certain model for lacking power features. This may convey to the novice user that this is exactly the camera he’s looking for.9

This is a good place to explain something important about the way people use reviews to learn about their likely experience. Reviews can have an impact even if the consumer disagrees with the comments or the criteria—it can make positive comments appear negative for the reader and vice versa. Specifically, Itamar’s research showed that if you see someone disliking a product for reasons that do not apply to you (the reviewer criticizes the camera’s manual override capabilities, but you have no intention of using the manual override feature anyway and are content to keep it on auto), you will often evaluate the product more favorably than if you had not been exposed to that review. And similarly, if you see a reviewer who selected a product for a reason that does not apply to you, you’ll tend to find that product less attractive. These principles were demonstrated in various product categories. With respect to the effect of reviews, these findings show that the key factor determining the effect of a given review on a consumer is the fit between the content of the review and supporting reasons and the consumer exposed to the review.10

The bottom line regarding a marketer’s role in preference formation is this: Marketers play a small role here, yet it is one that should not be overlooked. Soliciting, monitoring, and syndicating reviews (and other content) increases the chance that a marketer will get a fair representation by O and that a consumer will get a good idea regarding her likely experience with a product. And obviously we don’t mean to say that marketers should be passive. They certainly should highlight the performance advantage of the product in interesting ways, especially to those whose opinions are likely to become public and be consulted by others. Still, even with the most slick communication, the fate of the product will be determined by the product’s merit.

When it comes to marketers’ role as communicators, we discussed here two parallel trends. One is a shift from creating top-of-mind awareness to generating interest. Another one is a shift from persuasion to communicating with consumers through O. The latter is one of the basic principles of word-of-mouth marketing that is beyond the scope of this book. (Emanuel and others have written extensively about this topic.) It also relates to the increasingly important role of public relations. In this respect we do agree with Al and Laura Ries: PR indeed is increasingly important (but this does not mean that advertising is dead, or that it can only be used to maintain brands that have been created by publicity).11 With the unprecedented access to experts, public relations’ efforts to capture the interest of such experts are increasingly important. Again, the specifics of PR are beyond our scope here.

One last point about marketers’ role in the future. One thing that won’t change is their role in triggering action. In an earlier chapter we said that consumers are likely to reach a faster verdict because when they initiate the information acquisition, they value that information and are inclined to use it. Consumers also have less of a reason to wait when the answer’s out there. Still, procrastination is a powerful human trait (as anyone who would glance at our to-do list would conclude), so triggers for action can still make a difference. Incentives and triggers to action are important as ever, even in O-Dependent categories.

FOR MARKETERS OPERATING ON THE O-INDEPENDENT END OF THE CONTINUUM

We dedicated most of this chapter to the O-Dependent side of the continuum and will discuss the other end of the continuum very briefly. The reason is simple: Thousands of books and articles have been written about the old rules of marketing over the years, so there is no point in elaborating on them here. But we’d like to briefly outline the rules that will continue to affect O-Independent products and services:


	Brands still play a role as proxies for quality.

	Consumers still rely on their past satisfaction.

	Consumers may stay loyal to a brand.

	Positioning and persuasion techniques can work.

	Emotional appeals are as effective as in the past.

	Consumer preferences are susceptible to various seemingly irrational influences and manipulations.



These rules are well-known and self-explanatory. Our main message to marketers who operate in O-Independent domains is that they shouldn’t blindly follow trends that apply to O-Dependent marketers. Again, their communication program should follow the location of their customers on the influence continuum and the derived effective mix. And yet, we still see efforts that don’t take into consideration the natural decision process. Poppa D’s Nuts is an Orlando, Florida–based start-up that makes butter-toffee peanuts. Their initial marketing focus? Facebook and Twitter. Terrific, but does social media buzz help sell nuts? When USA Today talked to the company, they had sold thirty bags at eighteen dollars each.12 While O can play some role in selling snacks, the decision to buy butter-toffee peanuts is clearly dominated by M and P. Having Poppa D’s Nuts in stores is really the name of the game (and we were happy to read that now Poppa D’s Nuts are available in sports arenas, bars, and some 7-Elevens).13 Misreading the Influence Mix is not limited to small companies, as we discussed with paper towel activities on Facebook. Or consider the “Lysol Community,” an online forum where you’re invited to “share your stories, ideas, and tips for cleaning and disinfecting your home.” We’re sure that some people are into disinfecting. In the face of growing consumers’ concerns about the environment they live in, the Lysol community may very well provide a useful service to a certain segment of the population (even if the idea may seem frivolous to some other consumers), but most consumers are not likely to “join the conversation” about Lysol, and will not be influenced by their peers in their choice of a household disinfectant.14 A lot of the talk about consumer empowerment is much less relevant in O-Independent domains, so marketers who operate at that end of the continuum but still believe that “the consumer is in control” may be missing some opportunities. On the O-Independent end, consumers are not much more in control than they were twenty years ago. (Incidentally, this doesn’t mean that the consumer is or was a malleable Gumby. Marketing power has been exaggerated for decades.)

The main takeaway from this chapter is this: A company’s effective communication program should derive from its customers’ Influence Mix and from the location of its customers on the O-influence continuum. Marketers in O-Independent domains can live by some old rules. Things are very different in O-Dependent domains: When it comes to preference formation, there isn’t much marketers can do directly. Their role is limited to making sure there’s enough (preferably positive) content from O. In generating interest, marketers can play a more significant role in communicating with consumers directly through traditional advertising or social media. Still, since consumers in O-dependent domains are oriented toward O, the best and fastest way to evoke their interest is through O. As far as triggering action, we don’t foresee a significant shift. Marketers can still benefit from incentives, promotions, coupons, and other triggers for action.

In addition to their roles in communication, marketers will continue to play an important role in gaining insight regarding a company’s future offerings. Here, too, the strategy for achieving this should derive from the location of potential segments on the O-influence continuum. Marketers in O-Independent domains can continue to use some traditional market research, while those operating in O-Dependent areas will have to think differently, which is the focus of our next chapter.
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MARKET RESEARCH: FROM PREDICTING TO TRACKING

IN 2007, TEN thousand people around the globe were asked about portable devices—digital cameras, cell phones, MP3 players, and so on. It was part of a massive study conducted by the global media company Universal McCann. One of the hottest topics at the time was the first iPhone, which was announced in January but hadn’t yet been released.1 Once the researchers who conducted the study tallied the results, they reached an interesting conclusion: Convergent products like the iPhone are desired by consumers in countries such as Mexico or India, but not in affluent countries. “There is no real need for a convergent product in the U.S., Germany and Japan,” the study stated.2

A researcher who was involved in the study explained that users in affluent countries would not be motivated to replace their existing gadgets. “The simple truth: convergence is a compromise driven by financial limitations, not aspiration. In the markets where multiple devices are affordable, the vast majority would prefer that to one device fits all,” he told the Guardian.3

There’s a growing feeling among marketers that something is not working with market research. Marketers spend billions of dollars on research every year, but the results are mixed at best. Some of the problems are not new and relate to the basic challenge of using research to predict what consumers will want (especially with respect to products that are radically different). But the problem gets even more difficult for O-Dependent products. There are several issues, but at the most fundamental level, O-Dependent marketers face one additional key problem: Market research usually tries to measure P, but decisions are increasingly based on O.

Participants in market research studies typically indicate their preferences without first checking any other information sources. But as we have discussed, this is very different than the way people shop in reality today. In the Universal McCann study, for example, people were asked to say how much they agree with the statement “I like the idea of having one portable device to fulfill all my needs.” Indeed, there was a significant difference between the percentage of people who completely agreed with this statement in Mexico (79 percent) and in the United States (31 percent). So in theory, people in the United States were much less excited about the idea of a phone that’s also a camera and a music player.

But it was a different story when people got closer to making a decision. They heard about the iPhone in the media (declaring it a revolutionary device).4 They saw reports on TV of people standing in line all night to get their hands on the first iPhone. And they started reading blogs and reviews from real users. As iPhones started rolling into the marketplace, the abstract idea of “having one portable device to fulfill all my needs” was replaced by actual reports from people who used it. Users started to experience—and share—the advantage of having 24/7 access to a camera, or not having to carry an iPod in addition to a cell phone.

It’s easy to blame the market research firm for this, but this is not our point. We are trying to explain the inherent difficulties in assessing consumers’ reaction in this new era. First, as we just discussed, more decisions today are impacted by O, whereas market research measures P. But let’s go beyond that: As we discussed, consumers have limited insight into their real preferences. This is especially true with respect to products that are radically different. Universal McCann correctly reported what they found. What market researchers often underestimate, though, is the degree to which consumers are myopic and have difficulty imagining or anticipating a new and very different reality. (Consumers tend to assume they’ll continue to like what they like now, and show no appetite for things that look very different.) What makes the task of a market research firm even trickier is that just as consumers’ expectations may be wrong (as was the case with the iPhone), there are many cases where industry expectations about what consumers will buy are wrong.

Even when market research techniques are administered in groups (for example, focus groups), it is not their purpose and they are incapable of predicting the behavior of consumers under the influence of other people. For example, focus groups (their known limitations aside) don’t reflect other sources that consumers access in today’s reality, such as expert opinions, reviews, and other information services. A question that naturally arises is how predictive is individual, disconnected market research when individuals’ future perceptions, preferences, and actions are greatly influenced by information that will be acquired from O.

Consider, for example, conjoint analysis, which is often used to estimate how consumers value different product features.5 Think of a guy named Jim who agreed to participate in such a study. He is presented with several product combinations and is asked to make some choices: Do you prefer a Samsung laptop with 2 GB of RAM, 80 GB hard drive, and 15.6-inch screen? Or would you rather have an HP with 4 GB of RAM, 60 GB hard drive, and 11.6-inch screen? After many similar questions that require Jim to make such choices, the market research firm uses sophisticated statistical techniques to derive the relative importance of different attributes.

This is all very nice. But what happens in reality when Jim is ready to buy his next laptop? He goes on CNET, Amazon, Decide.com, BestBuy.com, gdgt.com, or similar sites to read what others have to say. He’s naturally attracted to the laptops with the highest ratings and scores (which are usually the first thing you see on these sites). When he starts reading reviews, he may be sidetracked by a new feature or consideration. A friend on Facebook posts something about her new laptop that takes Jim in yet a different direction. In short . . . O kicks in and takes over.

The problem is that conjoint and other preference measurement techniques ask people to make choices or rate options based on their current beliefs, without engaging in the kinds of information acquisition they would do in reality if they were actually buying the product. Not to mention that O-sourced information is often much more dynamic and constantly being updated, so even if a researcher were trying to somehow account for the present effect of O, that may become largely irrelevant and out of date by the time actual purchase decisions are made. Also, beyond the unpredictability of O’s influence, decisions made under the influence of O are much “noisier” and unpredictable than hypothetical decisions made strictly by an individual consumer on her own when completing a questionnaire. While a limited set of studied features might be reasonably representative of the factors that an individual consumer will consider, a larger set of reviewers and information sources introduces various unpredictable factors (for example, “coolness,” popularity, highlighting of seemingly insignificant features) that will be difficult to capture in conjoint measurement.

The impact of noise and hard-to-anticipate information sources created by the ability to predict purchase decisions is not unique to conjoint analysis and similarly limits the usefulness of other common research techniques such as brand equity measures or pricing studies. While predicting individual decisions that are made in isolation is not a simple task, predicting the joint evaluations of many consumers and the influences of other information sources is likely to be order of magnitude more challenging.

A MAJOR SHIFT

It’s a cold evening in Cambridge, Massachusetts. People are leaving the Kendall Square Cinema after the 5:30 P.M. showing of Lincoln. As they walk out to the parking lot, snippets of their conversations are heard, and immediately fade away into the freezing air: “The acting was brilliant, but I was glad it was over.” “You’re kidding?” “Day-Lewis was amazing, but . . .”

A few feet away, in a redbrick building adjacent to the cinema, there’s an office of a local start-up that works with conversations as its raw material—not the ephemeral kind from the walkway next door, but the online kind that stays out there for a long time and can be mined and analyzed. The start-up, Bluefin Labs, has forty of the top U.S. TV networks among its clients, including CBS, NBC, and Fox. Up to a few years ago, these networks were limited to techniques such as standard surveys, focus groups, and to data regarding the reach of shows. Now they can also know what resonates with people in real time based on what’s being said on Twitter and other social media. In addition to TV networks, Bluefin is used by advertisers to see what ads resonate with consumers and to analyze their reaction. Advertisers will probably continue to test their commercials before airing them, but once a commercial is on the air, Bluefin lets them detect how it fares in real life, which can be quite different. A few days into the 2012 Olympic Games, for example, it became apparent that a commercial for one of Bluefin’s clients was generating significant adverse commentary. When tested in isolation before it was ever aired, this commercial tested fine, but when it was shown in the context of the Olympics, it raised negative sentiment, which was starting to gain momentum on social media. The client was able to quickly replace the problematic ad.6

The redbrick walls at Bluefin are reminiscent of the industrial past of the building (which used to be a hose factory). Now, instead of workers sweating over heavy machinery soaked in the smell of rubber, the large halls are occupied by industrious young techies searching for insight in big data. Deb Roy, the Massachusetts Institute of Technology professor who cofounded the company, is known for a study he conducted about language development. He and his wife installed video cameras throughout their house, and for three years recorded everything that went on in the house from the moment their son was born. Having such rich data allowed Roy to uncover surprising insights about why certain words are learned before others. For example, the likelihood that his son would say a new word had a strong correlation with how unique it is in space. So the word “bye,” which is closely associated with the entrance to the house, was more likely to be learned early than a word that is said in multiple locations around the house.

In the M*A*S*H conference room (meeting rooms are named after TV shows) a large screen displays what clients at TV networks see in real time—a listing of all shows on the air (even those of competitors). Clicking on a program shows a minute-by-minute level of social media conversation and its sentiment. A client can see which programs get the highest engagement and, within each show, what causes spikes in conversations. In other words, they can take an ongoing, comprehensive, and exceptionally detailed look at O.7 The software is fed by two sources of data. First, there are the millions of comments that are made by viewers about TV shows.8 Second, there’s a video stream consisting of everything on U.S. television. Their software links what’s said publicly on social media to specific moments or events within TV programs (an event can be a play in a game, or a scene within a show, or an ad). Digging further, the user can see what other shows, brands, or topics are of interest to those who engage with a particular TV program.9

Bluefin is one of many companies in the social analytics space that try to gain insight by keeping their hands on the pulse of O. Companies such as Salesforce.com, Visible Technologies, Synthesio, and Attensity offer more general listening platforms that go beyond just the TV industry and allow marketers in a variety of domains to make sense of what’s being said on social media. This area is still maturing and obviously it doesn’t offer any magic solutions, yet the general direction makes sense. While the use of traditional market research to derive long-term forecasts of consumer demand has become more challenging, the current environment does provide marketers more sophisticated and precise tools to track and respond to consumers’ decisions as they occur. It is reasonable to expect that future market research will focus more on within-context predictions and short-term marketer responses and less on long-term preference forecasting.

What happened with the iPhone study is likely to repeat itself. It is hard to predict the success of a product ahead of time by measuring individual consumers’ preferences and then try to use these preferences to predict consumers’ future decisions. Increasingly, the name of the game will be: watch competitors’ initiatives, assess consumer reaction to those initiatives, and react as fast as possible. In the case of the iPhone, the major players varied pretty radically in how well they read consumers’ reaction and, consequently, how fast they reacted. Google, Samsung, HTC, Microsoft, Nokia, and RIM each reacted at a different pace. Samsung, for example, was pretty quick to respond, while Nokia’s CEO admitted as late as 2011 that his company missed big trends and still did not have an answer. “The first iPhone shipped in 2007, and we still don’t have a product that is close to their experience,” he said.10 Nokia should have paid attention to O and acted accordingly. In the case of ASUS’s Eee PC, the major competitors seemed to have reacted rather swiftly. As you recall, Jonney Shih and his team surprised the PC industry with an inexpensive device. Conventional market research was not too likely to predict its popularity, especially since it was adopted by segments they did not target. Acer, for example, even though it initially downplayed the potential of the cheap device, was quick to develop its own netbook. HP, Dell, and Lenovo followed quickly and in fall 2008 all major manufacturers had a netbook to offer.11

We’re likely to see more of that. Trying to predict where things are going has become more challenging. While traditional consumer research can still tell a marketer if their next toothpaste will do better with purple or black stripes, it is not of great help for more radical, unfamiliar changes. There is no effective way to use market research to predict consumer reaction to major changes or new concepts. When assessing new concepts, consumers tend to be locked into what they are used to and believe today, which makes them less receptive to very different concepts and more receptive to small improvements over the current state. Similarly, experts who try to predict the success or failure of radically new products are unlikely to be much more accurate than consumers. (Among other things, experts have famously made bad predictions regarding the success of the telephone, the Internet, and television.) What marketers are often left with is trying to quickly figure out where things are going and what consumers and competitors appear to follow. And then try to offer a better solution. Instead of predicting vague consumer preferences (which may change anyway when it’s time to buy), these days one of the few things a marketer can do is follow O and play along to make the best of a situation they no longer control.

But as we noted earlier, the current environment does not mean the end of market research, just a shift in focus with some silver linings. The current environment and technology make it much easier for marketing researchers to run experiments, adjust, and run the next experiment. Even when absolute values are easier to identify, the manner in which options are displayed and described can make some difference. We are not talking about long-term decisions such as which products to sell, but many small improvements (which can add up). For example, a site such as CarsDirect.com may run an experiment to test the effect, if any, of the cars they highlight on their website, the other cars shown, and the ease of accessing related blogs and reviews. The company could try different display formats by randomly assigning some consumers to different page versions. If differences emerge, the company may replicate the experiment on another day or at a different location, possibly making further adjustments. Once the company determines that the differences in consumer response are stable and robust, the optimal design can be implemented more broadly. This is likely to be an ongoing process whereby the company continues to try different things using trial and error, making adjustments, and then running the next experiment. The cost of such experiments is rather small, and the ability to apply lessons quickly can have an impact on profitability.

MEASURING SATISFACTION

Another evolving area in consumer research is the measurement of customer satisfaction. Conventional wisdom holds that once the consumer has had a chance to experience the product or service, a marketer may follow up with a survey to see how satisfied she was. But think about what we showed in Chapter 6: As better information sources lead to more accurate expectations, the gap between expectations and actual experiences should generally be smaller. In other words, expectations are becoming more predictive of experience and post-sale satisfaction. This could suggest that measuring expectations prior to the experience can actually be more effective, more timely, and more actionable than measuring satisfaction afterward. However, for the same reasons that measuring preferences has become more challenging (due to growing O influence), measuring current (often vague) expectations may not produce accurate predictions of actual satisfaction. More important, using market research to measure both expectations and satisfaction has limited value in a world where up-to-the-minute satisfaction and evaluations ratings of actual users who share their views are so plentiful and easily accessible to marketers.

So marketers can cut their market research budgets and, rather than waste their time on measuring individual consumer’s preferences, expectations, satisfaction, and loyalty, rely on readily available public information. For example, a marketer of high-price, sophisticated cameras can visit websites frequented by the relevant prospective buyers and see what they like, want, and dislike. And instead of asking owners of bread makers about their evaluations and recommendations (after gaining experience), one can simply sample and quantify the evaluations available on key websites where bread makers are sold and reviewed. In other words, measure reviews and other content created by O because it’s ultimately what impacts the expectations and experiences of those considering a product or a service. Another advantage of this approach is its timeliness: Reviews and tools such as Twitter can give an up-to-the minute picture of consumer opinion, whereas survey results can lag behind and quickly become obsolete. For example, a mobile phone that looked perfect when a survey was done may look inferior shortly after some new options are introduced. Measurement of the ultimate customer satisfaction will then often become a lower priority and even redundant.

Bazaarvoice is an interesting company in this context. We earlier discussed the role a company of its kind plays in collecting, moderating, and syndicating reviews. But it also helps marketers gain insight from this content. On any given day, hundreds of Bazaarvoice employees read online reviews and tag the content. For example, if a customer reviews a Samsung TV and comments that the remote control requires a certain feature, it will be tagged with a product suggestion code. When you consider the fact that this is done with thousands of reviews in twenty-seven different languages, you start to appreciate the wealth of structured data that becomes available to a marketer. At the most basic level, a manager at Samsung can focus easily on all reviews of a certain model that are tagged with a product suggestion code to detect things that can be improved.12 Once marketers start to mine the data and look for patterns, they can find interesting trends regarding desired features, additional accessories that might be bundled with a product, or other unexpected things.

At a very practical level, manufacturing defects and other problems can be spotted pretty quickly. For example, not long ago Kohl’s spotted a sharp shift from positive to negative reviews for one of its products. Further investigation detected a problem with a particular production batch.13 In the same way, a couple of years ago 3M detected a sudden outcry about the Scotch Brite Soap Dispensing Dishwand. (“What has happened to your dishwand??” a typical review read. “The little blue cap on the wand will not stay on and all the soap leaks out.”) 3M found an error in the production specs, they pulled the product from the stores, and fixed the problem. Another example: One of Samsung’s refrigerators must be plugged in for six hours before the ice machine works. By monitoring the product reviews, Samsung noticed that many customers thought the machine was broken, which led to a high return rate. The product manager distributed to stores a short video explaining the ice machine feature. Return rates decreased. The social analytics company Synthesio helped the global hotel chain Accor build a listening tool that helps the company track its online reputation. Among other benefits, it helped the chain identify (and fix) a problem with guest keys that were demagnetized by smartphones.14 These types of problems could have been eventually identified in the past by analyzing complaints to call centers or through satisfaction surveys. Today they can be brought to management attention faster.

We’re not talking only about detecting malfunctions. Reviews, user groups, and other forums can quickly highlight user perception that a product does not perform as expected or that its features are inferior. Conversely, reviews can help a company identify rising stars in its product line. At L.L.Bean, for example, a weekly report that goes to management with sales results and back order status also summarizes last week’s reviews by product category, the trend line for each category, and the percentage of products that got four or five stars. A separate report highlights “winners and losers”—specific items that are doing especially well and those that were poorly reviewed. All negative reviews (one or two stars) are distributed on a daily basis to the product managers who are expected to respond by thanking the customer for the feedback, apologizing (when appropriate), offering an alternative, and reinforcing the L.L.Bean guarantee. If an item gets more than six bad reviews, this starts a discussion within the company: Is the product description inaccurate or does the product have a real problem? If it turns out that the problem is consistent and the product has no redeeming value, the inventory is liquidated, donated to charity, or (in extreme cases) destroyed.15

MARKET RESEARCH TO DETERMINE LOCATION ON THE CONTINUUM

Predicting the location of your customers on the influence continuum requires marketers to assess two fundamental factors: diagnosticity and accessibility.16

Diagnosticity is the more important driver (and it also affects accessibility). It refers to the degree to which O is informative (or diagnostic) about your personal product experience. Consider two categories, for example: cameras and investment management. Cameras are fixed items (the product you’re reading about in a review is the same product you’ll use) and chances are that there won’t be great differences between the average of the reviewers’ experiences and yours. In contrast, you may read a review of an investment firm that is based on a reviewer’s experience with an excellent financial adviser. Yet the adviser who’s assigned to you by the same company is not as good, so in this case O is not diagnostic of your personal experience. When there is great variability in a service, O is not likely to be a good predictor.

Market research to determine the diagnosticity of O in a certain category calls for finding out from consumers how useful and informative O is or can be (even if it’s not currently available). One way to find out is to ask consumers through surveys and interviews. The other is to conduct experiments in which one group chooses a product or a service based on current information sources, and another group that also has extensive (but realistic) O sources; the comparison can allow a marketer to determine the potential net impact of O. Considering that O encompasses a variety of different sources, such an experiment can be conducted separately for specific O sources.

We generally believe that where there is a need (that is, where O is capable of providing useful information), it will become available over time. So, if you determined that O can be useful in a category, you can expect it to become more widely available over time, even if it’s currently not available.

Assessing the current accessibility to O can be achieved by observing what’s available out there and by analyzing consumer information search and purchase behavior—determine where people buy, how they buy, what information sources they consider, the sheer number of available reviews and expert evaluations, and so on. Are consumers making decisions on their own or are they reading reviews first? Do they consult with other users on social networking sites? How do they react to information they get from other consumers? Look at both the percent of potential customers who consider information from others, and for those who do, what is the impact of that information on their decisions.

Keep in mind that the availability of reviews, while helpful, is not enough to indicate reliance on O. Nowadays you can find some user-generated content and online reviews for almost any product. We even found some reviews of paper clips on Amazon.com (“It’s a paperclip, yay, it works as described”). Yet the existence of these reviews doesn’t mean that O is important in the purchase decision. There are also categories where people are more likely to talk about than to seek information. Consider fashion accessories. A woman is very likely to show a new scarf or a hat to her friends, but not necessarily seek information prior to purchasing such an accessory.17

Let’s look at a quick hypothetical example for how one would go about conducting research to locate a service category on the O-influence continuum. Alison is an analyst who’s been asked to assess customers’ location on the continuum for a car insurance company. Her first step is to take inventory of what’s available out there in terms of reviews and other quality-oriented user-generated content. She starts searching and cannot easily find too many meaningful reviews. She does find some general articles on how to go about buying car insurance, but when it comes to actual quality assessment of specific companies or agents, there isn’t much out there. The next step for Alison is to determine the existing sources of information that people currently use. Through a survey and by observing consumers, she determines that at the present time, potential purchasers go to the providers’ websites, compare rates, call agents; some talk to their friends. Her conclusion is that, at this time, the process is not very O-Dependent.

Alison’s next step is to find out how useful O information could be if it were available. She conducts an experiment with four groups. One group has access to a couple of review sites currently available. For the second group, she creates a fictitious database with much more detailed and specific customer reviews. These reviews rate companies on their service before and after an accident and go into details for specific needs such as teenage drivers. Alison may also divide that group into two subgroups based on the content (more or less favorable) of the reviews. A third group is provided with detailed information and service specs from the insurance company. And a fourth group is provided with all three information sources and can review any or all of them. Alison may also test how the information reviewed by each group affects their preferences between the company being described and other insurance companies as well as the level of recall of provided information. Alison concludes that customers certainly respond well to more granular information from other customers, and this group is most likely to adopt preferences corresponding to the provided information and remember more of what they reviewed. She remarks that it will take a while before tools that provide such data will become available.

Such research may need to be done separately for different products, in particular if there is reason to believe that consumer decision making and information value differ across products. Also, each of your customers may use a slightly different combination of sources, so when we talk about your customers’ location on the continuum we’re talking about an average of prospective purchasers. In some cases, though, you may identify distinct groups of customers that are located on different places on the continuum. For example, you may find one segment of your customers that heavily relies on review sites before purchase, while another segment that uses your website as the main source of information. We will deal with this type of segmentation in the next chapter.

Questions, questions, questions. Some marketers will continue to chase the dream of figuring out the true preference of consumers and then giving them exactly what they want. They will continue to track slight changes in brand perceptions, segment migrations, and so on. There are a couple of problems with this approach. First, consumer preferences and perceptions tend to be vague. So the idea that if you only dig deeper by asking more and more questions, you’ll learn about the consumer’s true preferences, usually leads to “findings” that are not particularly meaningful or reliable. For example, some companies practice the “laddering technique,” which promises to get at people’s core values and preferences using a sequence of pre-specified questions. This approach essentially assumes that the true values are hidden deep inside, and if we only ask patiently the right questions, we’ll get to the bottom of things. We don’t think so. There is now a vast amount of evidence showing that such techniques do not uncover any truth, but largely create answers to questions that can later be relied upon by marketers.18 And considering that the results of market research-based strategies tend to be ambiguous (because so many other factors affect actual sales), managers can almost always attribute success to their smart techniques or strategies and attribute failures to other causes.

On top of all that, relying on such “deep” research techniques is complicated by the influence of O, which makes predicting even more challenging. So it is reasonable to conclude that the use of market research techniques that rely on measures of individual consumers’ preferences to predict future marketplace decisions will decline (or be reserved to situations where it has clear value, such as finding out consumers’ reaction to yellow toothpaste). Increasingly, marketing will be about understanding what information sources consumers use, following trends, trying to offer the right products, and then following consumers’ reactions. We said it before: Marketers in O-Dependent domains should stop thinking of themselves as drivers, and embrace their role as followers.

A funny thing has happened to market research. On the one hand, researchers can use increasingly sophisticated tools. Privacy aside, they can track consumers’ every move and word on the Web and social media. There have also been developments in statistical and research techniques that a researcher might use to measure a consumer’s preferences (at the time that the measurement takes place). One might think that such timely, detailed information would allow marketers to design just the right offers that consumers have been looking for, even before they realize what they want. However, the changes in the information sources consumers use (and as a result, in the way they make decisions) make such predictions less useful than marketers and the public might think. In fact, as we pointed out, predicting what individual consumers would end up doing is becoming harder than ever. The difficulty derives from the fact that when it’s time to buy, the information that will influence the actual decision depends on what the consumer will happen to consider at that time. Stable dispositions are not as predictive as they used to be. Yet there are things that researchers will be able to do even in categories where time-of-purchase preferences are unpredictable. Recognizing the limits of such research, marketers should track, code, and quantify the content of reviews and other relevant evaluations created by O. We expect that future market research will focus more on tracking and responding to consumers’ decisions as they occur, and less on long-term preference forecasting. Instead of measuring individual consumers’ preferences, expectations, satisfaction, and loyalty, marketers should systematically track the readily available public information on review sites, user forums, and other social media.
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SEGMENT EVOLUTION: FROM SUSCEPTIBLE TO SAVVY

IN SEPTEMBER 2010, a neurologist named Julius Bazan was invited to testify in front of the Subcommittee on Commerce, Trade, and Consumer Protection in the U.S. House of Representatives. Dr. Bazan wasn’t there to speak about the inner workings of the brain or the susceptibility of the neocortex to judgment errors. He was there to tell the committee about his own experience as a consumer, and about what he called “legalized robbery.”

A sixty-year-old man with a noticeable accent, Dr. Bazan was visibly upset as he told his story. He’s originally from the former Czechoslovakia, he told members of the subcommittee, and he had been in the United States for thirty-one years. He said he had lost a big chunk of his savings in the stock market around the year 2001, and he was determined to stay away from Wall Street. A few years later, he was concerned about the dollar’s decline and was hearing about gold on radio and TV, especially about a California-based company called Goldline International. What they were saying made sense to Dr. Bazan because gold was holding its value, and actually going up. Bazan contacted Goldline and opened an account.1

He wasn’t alone. Goldline was advertising heavily on shows hosted by radio and TV personalities such as Glenn Beck and others, who were recommending buying gold. Our focus here is not on that advice, but about what happened when Bazan talked to Goldline’s sales representative. To understand what happened we need to consider the difference between bullion coins and collectible coins. Bullion coins have a high “melt value” (the value of the actual gold in the coin) while collectible coins typically have a lower gold content. Their value comes from their scarcity and demand. Another relevant piece of information: Goldline’s account executives are usually commissioned salespeople and their commissions are usually greatest on collectible coins and least on bullion.

“Initially I was thinking about the purchase of bullions, but I was told that bullion is not a good value to invest in,” Bazan told the congressmen. He recalled that he was told that bullions were confiscated by the government in the 1930s and that coins with collector value were a better investment because they were excluded from confiscation back then.

Bazan continued: he bought collectible coins and started to watch gold prices. After six months, as gold prices were not moving up as fast as he expected them to, and since he found another investment opportunity, he decided to liquidate his holdings in gold. When he called Goldline to sell what he bought, he received a little surprise. Bazan’s initial investment was around $140,000. Now the Goldline representative was telling him that the company was willing to buy it back for $83,000. Although the value of gold went up some during those six months, Bazan was about to lose around $57,000. He protested. The Goldline rep explained to him the concept of the spread—the difference between the buying price and the selling price.

“It felt like legalized robbery,” Bazan told the subcommittee.

In 2011 the Santa Monica city attorney filed a criminal complaint against Goldline, accusing the company of running a “bait and switch” operation in which customers were sold gold coins although they contacted the company in order to invest in gold bullion.2 In 2012, as part of a settlement agreement, the city attorney dismissed the criminal charges and Goldline, while denying all allegations, agreed to refund as much as $4.5 million to former customers, according to the Los Angeles Times.3 Readers who are interested in the details of this story can look at the notes section of our book and will find links to press releases from both Goldline and the city attorney as well as some stories in the media. Our purpose with this example is to discuss a broader issue relating to the sources of information people use in making their decisions.

Imagine two people who contacted Goldline in 2011 with the intention of buying bullion. Whether or not they would end up buying collectible coins had a lot to do with their source of information. Would they rely solely on M? Or would they rely on O as well? Those who would rely on M were likely to hear the confiscation story (that was also promoted in the information kit sent to potential customers). Those who would rely on O were likely to encounter some red flags. For example, if they typed the words “Goldline International” in Google, they would find online articles from ABC News, Consumer Reports, Mother Jones, and other sources, alerting them to potential problems. These alerts may not have been there when Bazan made his purchase, but in 2011 they were all over the Web.4

And yet, despite the available information, some people repeated Bazan’s course of action: They called with the intention of buying bullion but ended up with collectible coins. In writing this book, we came across similar cases again and again—people who were swayed to buy product X when they actually wanted product Y, people who ordered inferior gadgets, snake oil, or lemons, even though information about the true nature of these products was just a few clicks away.

The dramatic changes that are taking place in the mix of forces that influence purchase decisions are not happening overnight. As we saw earlier, they differ across product and service categories. In this chapter we’ll see that they also evolve at different rates across different consumer segments. The reality is that many people do not use the available information that can help them make better decisions. People differ in their access to technology, their ability to use it, and in their inclination to take the time, short as it can be, to get the information they need for making better decisions. Exposure to absolute values is unevenly distributed, with some consumers already making decisions based on reliable sources, and those still relying on the traditional proxies for assessing quality. This means that as the trends we discuss here progress, some people will stay behind. In fact, it seems that at least for a while, those who take advantage of available information will often make better decisions, whereas those who get overwhelmed by the technology or the mountains of available information may become more susceptible to influence. This leads to an alarming phenomenon we call “Absolute Inequality.” There are those who are more savvy and there are those who are still susceptible. Though we expect the share of the latter group to decline over time, this may take a while.

When we talk about access to technology, it’s not simply about the ability to connect to the Internet. Slow access, old equipment, and poor Internet user skills can keep certain segments from taking full advantage of the information that is out there.5 People also differ in terms of their motivation and inclination to take the time to get the information they need for making better decisions. Consumers with access to more options, more attributes, and more information about these attributes (and who can use such information efficiently) are less likely to make decision errors. Although this generalization has always been true, the growing access to information and sorting tools has expanded the spectrum of differences among consumers.

There’s a catch, though. Some consumers can be heavy users of technology—active on newsgroups, chatting frequently with fellow consumers—but still not take full advantage of the most diagnostic information out there. How can that be? Think of a Linux enthusiast who interacts almost exclusively with other Linux fans, or a devoted member of the Harley-Davidson owner’s club. Because of their narrow, like-minded reference groups, we can’t expect them to take full advantage of the new information environment. A key prerequisite to finding absolute values is exposure to diverse sources and perspectives. So raving fans of a brand who only talk among themselves may be as susceptible to relative tactics as people who don’t use O at all. We’re talking about two distinguished concepts here. The first is the degree to which someone is exposed to other’s views. The second is the degree to which that person uses heterogeneous sources.

This is a good place to briefly address a related issue. When we talk about our book, we’re sometimes asked if the shift from relative to absolute will ever reach politics. In other words, when people can so easily access the most relevant information, will they quickly find out the merit of a proposition or any other political initiative? And consequently, is framing less likely to work in politics? Will persuasion techniques become less potent? Part of the answer has to do with the degree to which people use heterogeneous sources, an issue that in this domain is referred to as political or ideological segregation. Political segregation is driven by people’s tendency to value and listen to others with similar points of view. The degree of political segregation in the United States (as well as how it’s affected by the Internet) is a topic of heated debate that is tangential to our focus and we’re not going to address or resolve it here.6 The bottom line in our context is important, though—if significant political segregation exists, it can easily curb any possible shift from relative to absolute in politics. In other words, if the accusation “you live in a bubble,” which is often exchanged between the political left and right, is true, then people are less likely to hear different perspectives. Even when the topic is factual, absolute values are less likely to be exposed when people only search for facts that support their prior beliefs. Fact-checking websites and apps such as FactCheck.org or PolitiFact try to serve as guides for voters (and to some extent they may), but if people use them mostly to see when political rivals are caught lying, these services are less likely to bring the trends we discuss to politics.

SEGMENTS AND LOCATION ON CONTINUUM 

As we pointed out earlier, the location on the O-influence continuum may vary across customer segments. For example, a company may identify two distinct segments: Segment A tends to purchase the company’s product through distribution channels that are less conducive to O (for example, brick-and–mortar stores). This segment also tends to rely on information from M rather than O. In contrast, Segment B heavily relies on review sites and other O content before purchase, and tends to buy the product through online channels that are more conducive to O. Just so that we can illustrate our point, we’ll make some generalizations in the following example. Older consumers (such as baby boomers like us) may be that Segment A, as they are relatively more inclined to watch TV, read newspapers and magazines, are less active on social media, and are still shopping offline. Segment B may include younger people who tend to be more fluent in O-intensive media, can’t imagine not having the Web, cell phones, and social media, tend to watch less TV, and pretty much live online. For them, O is the primary influence while, by and large, reaching and influencing them directly is a big challenge for M. Identifying these O-influence segments is essential for determining the marketing strategies to reach and influence them. In communicating with Segment A, the company can still use advertising to persuade, frame, or position its offering. Using these same methods to appeal to Segment B is not likely to work. Of course, more sophisticated analysis would be needed in real life since such crude generalizations can be misleading due to individual differences within broad segments. For example, while both of us are in the baby boomer age group, we both rely heavily on product review sites before shopping. However, we’re quite different in our use of social media. (Emanuel is an active user whereas Itamar’s main social media activity consists of reviewing his Facebook News Feed.)

Let’s consider how a marketing researcher (yes, those are still needed) might go about O-influence segmentation. Think about the familiar practice of psychographic segmentation—segmenting based on people’s values and lifestyles. With this approach, the marketer may not know to which group each individual customer belongs, but the marketer knows that these segments exist out there. Similarly, although certain O-influence generalizations can be useful (such as the distinction between young and old consumers), segmentation along the O-influence continuum can be used by utilizing the same approach as psychographic segmentation, except that it’s better grounded in facts and actual behavior, rather than selective ratings and subjective interpretations of often ambiguous data clusters.

Suppose we take a random sample of a thousand recent cell phone purchasers, and ask them about their pre-purchase behavior. The questionnaire will be designed to find out, for example, (a) the various information sources they consulted (this could be done using both unaided and aided measures), (b) the number of phones they considered, (c) when and where they gathered information about the phone they ended up getting, (d) where they bought the phone, and (e) whether they walked into the stores of the service provider knowing what they wanted or whether they followed the recommendation of the salesperson. In addition, the questionnaire will be designed to obtain more general information about each respondent, such as the time spent Web surfing, Web “research” practices, and demographic characteristics. With this additional information, the market researcher will be able to know more about the characteristics of each O-influence group. Of course, the details of the study will need to be tailored to each product and situation, and may vary to some degree based on the brand and country. But the guiding principle in each such study should be to focus as much as possible on typical (actual rather than predicted) behavior and facts rather than on subjective perceptions and hard-to-remember details. Having said that, adding some more subjective judgment questions at the end of the study (for example, regarding perceived usefulness of reviews versus information from marketers) might give some further insights.

Such a study should allow the researcher to identify (primarily) behavioral-based O-influence segments, their relative sizes, and the information sources and channels that will most effectively reach them. Grouping customers will still require some judgments by the researcher, but again, the behavioral and fact basis makes it much more reliable and robust than cluster analysis. It is important to repeat this O-influence segmentation study periodically, in order to track changes in information habits and sizes of the different segments. In particular, in the foreseeable future we can expect segment instability.

Brands may differ greatly in terms of the location of their buyers on the O-influence continuum. When ASUS entered the market using its own (and then still-unknown) name, buyers were likely to be those who listen to knowledgeable others and check specs and reviews. On the other hand, an emotional attachment to a brand (as has been the case for some Harley-Davidson and Corvette fans) often comes at the expense of doing one’s due diligence and taking advantage of available diagnostic information. Market research may also uncover differences in the type of O sources that are used in a particular case. For example, decisions to get a new iPhone are probably weakly influenced by users’ reviews. The phone is out, the press and experts give it their full attention, and users’ reviews may be redundant (unless the phone’s actual performance is much worse than expected).

FROM SUSCEPTIBLE TO SAVVY

Let’s think about two imaginary countries: Oberya and Moberya. The citizens of the two countries are similar in many ways, except for in one major factor. The folks in Oberya get most of their information from O, while the folks in Moberya get most of it from M. One day, a company in Oberya (the Oberya Gadget Corporation, or OGC) developed a new coffeemaker and introduced it to the citizens of Oberya with great fanfare. A few Oberyans bought the coffeemaker and it didn’t take long before reviews and comments started to appear in review sites and other social media. The general verdict: thumbs down. The product wasn’t malfunctioning or faulty; it just didn’t work as well as expected. It was complicated to use and people said the buttons were confusing. The coffeemaker was a flop.

Left with a huge inventory of coffeemakers, OGC’s management contacted a local distributor in Moberya, hired a brilliant ad agency, and got to work. They advertised the coffeemaker on Moberya’s big TV networks, and the coffeemakers started flying off the shelves. While eventually Moberyans may reject the new product as well, one would expect it to take much longer. With a much less developed O ecosystem (review sites, social networking sites, etc.), the folks in Moberya will learn about the quality of the product either through personal experience or by word of mouth (which can be painfully slow).

It’s not a coincidence that we use two fictitious countries in the above example. In reality, it’s difficult to find cases where two similarly developed countries differ so dramatically in their reliance on O. Real-life cases like this usually happen between a developed and a developing country, in which case some alternative explanations come to mind: Having lower income in developing countries may mean that consumers in these countries tend to choose low-price products (that are considered inferior in developed countries) as long as their quality is just good enough. In some cases products from rich nations are prestigious in poor nations, a fact that can make the analysis even harder.

Yet even though it’s hard to find clear-cut examples in real life, absolute inequality is out there and should be reduced. Having a well-developed O ecosystem has clear economic and social welfare implications. Policy makers should pay attention to this and make sure that consumers in their countries are not left behind with higher susceptibility to inferior products (either locally produced or imports). Taking a global perspective, our analysis means that the shift from relative to absolute will progress in certain markets slower than in others. While we expect markets to shift over time from “susceptible” to “savvy,” in some cases this might take a long time, which means that there may be gaps in susceptibility to relative influence between different markets.

Switching back to the micro level, an individual company that tries to reach and influence potential customers should realize that the location on the O-influence continuum often varies across customer segments. One segment may rely primarily on O, while another may rely more on M, or use distribution channels that are less conducive to O. Similarly, a company may identify a segment with higher brand loyalty, which may be more open to hear directly from M. Identifying these O-influence segments should drive the marketing strategies to reach and influence each segment. In communicating with segments that rely on M, a company can still use advertising to build top-of-mind awareness or to persuade, frame, or position its offering. Using these methods when communicating with a segment that relies primarily on O is not likely to work very well. Instead, as we discussed in Chapter 10, the communication program should focus on generating interest (rather than top-of-mind awareness) and communicating quality through O rather than trying direct persuasion.

Keep in mind, however, that nothing stands still, which applies also to the location of segments on the O-influence continuum. A segment that has heavily relied on M up to a few months ago may be moving to the O-Dependent side. So segments’ location on the continuum should be monitored on an ongoing basis. This is particularly true as new O tools (which are even easier to use) keep coming. We discuss this next.
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THE FUTURE OF THE ABSOLUTE

IT HAPPENED TO Dara O’Rourke as he was applying sunscreen lotion to his three-year-old daughter’s face. For Richard Barton and Lloyd Frink, it happened when they were shopping for homes. It happened to Oren Etzioni at thirty thousand feet in the air on his way to his brother’s wedding.

That was when these men realized they were in the dark. Dara O’Rourke realized that he had no idea what the lotion he was applying so generously to his daughter’s skin actually contained. (Did it have any toxic substances?) Frink and Barton were both in the market for new homes and they were struggling to figure out how much they should be paying for the houses they saw. Oren Etzioni was shocked to find out that people around him on the flight paid less for the same ticket, even though some of them bought their tickets later than he did. We’re all in the dark about certain elements of our lives, but these men—separately and each in his own way—decided to take action. Dara O’Rourke went to his office at the University of California, Berkeley, and looked up the ingredients of the sunscreen lotion. Lloyd Frink and Richard Barton entered some comparable sales figures they got from the county’s website into a spreadsheet and started analyzing how much the houses they were considering were actually worth.1 Oren Etzioni, a computer scientist from the University of Washington, started working on a paper with some colleagues: Can they write an algorithm to guess when is the best time to buy a ticket?

This is how it often starts: Someone notices that they are in the dark, and they do something about it.

When Etzioni’s paper was published, the university sent out a press release. Etzioni usually thinks about university press releases as “write-only.” “You write them, but nobody reads them,” he says. But things developed differently in this case. NBC Nightly News, BusinessWeek, Wired magazine, and other media outlets all ran stories about the paper. Suddenly everyone was asking Oren Etzioni when to book their flights. “Students were raising their hands in my class, asking when they should buy their ticket,” he told us.2

This is another element that drives the trends we describe in this book: There’s unquenchable demand among consumers for information that might help them make better decisions. As we argued earlier, people have a strong tendency to acquire seemingly relevant information, even when it’s useless; and once acquired, they often feel they should use it.

The other driver can be found on the supply side. Etzioni was initially motivated by academic curiosity, but noticing that he struck a raw nerve, he started a company called Farecast.com. It was an airfare pricing comparison tool, with a predictive algorithm that suggested whether you should buy the ticket or wait until prices go down. In 2008 the company was acquired by Microsoft, and the algorithm is now incorporated into their Bing search engine.3

The other inquiries, too, led to the development of tools that let consumers make more informed decisions. Dara O’Rourke developed GoodGuide, a website and an app that helps consumers evaluate products on three dimensions. You enter a product (or scan its bar code) and the guide rates the product on its health, environmental, and social impact. This way you can answer questions such as: Which baby shampoo is healthiest for my baby? Which cell phone is most environmentally friendly? Which apparel company is the most socially responsible (for example, with its labor practices)? Richard Barton and Lloyd Frink developed Zillow.com, which estimates the price of a house or an apartment based on recent transactions in a neighborhood.

How do these tools reduce the power of relative influences? An airline can try to use all the promotional tricks in the book to convince you to buy your ticket today, but if your search engine suggests that prices are about to go down, you are likely to wait instead for the right time.4 A real estate developer can try to use a variety of persuasion and positioning methods to boost a certain location, for example by comparing a new house to a selective and unrepresentative set of other houses in an area. But buyers get a good idea regarding the going prices in a neighborhood through Zillow or similar apps. Or consider GoodGuide: Companies do a lot to frame their products as green, natural, and healthy. Graphic designers and packaging experts know how to convey these concepts through various subtle (and not-so-subtle) hints on the package. Yet these proxies become less effective when a consumer knows the cold facts using the GoodGuide app or website. If a baby product gets 4 out of 10 on environmental friendliness, and 3 out of 10 on health, the messages on the package will have less impact, even if it features a mother hugging her baby, with lush green trees and waterfalls in the background. And of course, it can also go the other way as users look up products and choose those that are best rated: A brand that doesn’t necessarily stand for “green” can benefit from very good ratings on GoodGuide.

We’re not here to evaluate specific tools or predict which new technologies will take off. We want to make more general points about the future of the trends we’ve been discussing in this book: The first one is to explain why tools that provide access to absolute values will continue to emerge. We believe that the necessary ingredients will be around for a long time: (a) Inquisitive consumers or experts who notice that they are in the dark and do something about it, (b) unquenchable consumer demand for information that, over time, will benefit the broader consumer population, and (c) consumers’ tendency to use easily accessible information they view as important. In fact, one can argue that we’re caught in a loop that produces more and more information. Vendors, computer scientists, and entrepreneurs all over the world notice the demand for information, so they supply new tools and new information, which in turn are being used by consumers, and so on. . . . The cycle is in full swing.

Our second point is that this is just a snapshot. The discussion and the examples used in this book are based on technologies available around 2013, but things keep moving, and the nature of these tools may transform over time. Today, most of O consists of consumer and expert opinions. It’s reasonable to believe that these opinions will remain an important part of O, but it doesn’t have to stop there. Data can come from other sources as well and further reduce relative influences. The three examples above hint at the possibilities. None of them uses people’s opinions as the main data source. GoodGuide is based on scientific data from government agencies and research institutes. Zillow pulls transaction data from county records. Farecast.com (or now Bing) predicts the price of a flight by making billions of price observations and searching for patterns.

New technologies may enable the absolute evaluations in ways that are still hard to imagine. We’ll leave the wild scenarios to professional futurists, yet it’s not hard to think of some hypothetical examples. Imagine, for example, that after every visit to your car mechanic, you click a button that forwards the invoice to a central database that collects all the car repair data in the country. The aggregate data from such a database gives consumers a very accurate picture on reliability and maintenance cost of different car models, which further erodes the value of brand as a quality proxy. This is hardly science fiction. It’s possible, of course, that more disruptive innovations are on the horizon, and that they will affect our lives the way that mobile phones, GPS, or search engines have. It’s likely that as you’re reading this book, entrepreneurs are working on the next generation of tools that might get consumers closer to absolute values, perhaps in surprising ways.

The general direction has been set, but there are some conditions that can greatly affect the future of the trend toward the absolute. One is access to technology. As we explained in the last chapter, the trends we describe in this book are likely to emerge in certain markets slower than in others based largely on technology penetration. The other big factor to consider is the availability of data, which is driven by legislation and the priorities of policy makers, as we discuss next.

COOL TOOLS ARE NOT ENOUGH

If technology provides the flashlights that help people better navigate in the dark, the energy that is needed is data, and here, too, things are changing. In a recent article in the Harvard Business Review, Richard Thaler and Will Tucker predicted that government-owned data and private-company disclosures will become increasingly available in machine-readable formats, which will stimulate the development of new services they call “choice engines”—tools similar to the ones described above. While overall, the direction is more data and transparency, these things cannot be taken for granted. There are domains where data is obtained relatively easily (for example, airline flight prices) and there are domains where data is harder to get (especially in a machine-readable format). “It is not a lack of technology that has kept many choice engines from making the leap from beta testing to market disruption,” Thaler and Tucker wrote.5 “The missing ingredient is easy access to data.” For example, if real estate transaction data is not available (as is the case in certain countries), a tool such as Zillow won’t help. The future of the trends we discuss in this book depends not only on technology but also on disclosure laws, which are affected by the priorities of policy makers. As Thaler and Tucker point out, the current availability of data in the United States is driven in part by President Obama’s push for transparency and open government.

As we were working on this book, we got a reminder of another obstacle that can emerge and curb the trend toward absolute evaluations. In late 2011 an ad campaign introduced a company called TrueCar.com to the public. Scott Painter, the serial entrepreneur behind the company, was going to take the automotive industry from “relative” to “absolute.” Car dealers have traditionally tried to sell cars relative to arbitrary reference points. (“It’s $5,000 below sticker price!” or “You’re getting this beauty for just $300 above invoice!”) TrueCar was going to change that. The company collects data from state vehicle-registration offices, insurance companies, car-loan providers, and other data aggregators. If you want to buy a car, you pick a specific model and you see what other buyers in your geographical area actually paid for it. Instead of thinking about your price relative to a sticker price or the invoice price, you see the actual prices people paid.6 Next step: TrueCar finds you a price below the average price. You print a “TrueCar Price Protection Certificate,” which you take to a participating dealer who will sell you the car for that price. No haggling. No “let me talk to my manager and see what we can do.” You pay the price printed on the certificate and drive off happily into the sunset.

Immediately after TrueCar launched this ad campaign, its efforts were met with resistance from some in the industry. Concerned about their margins, dealers protested and dealer associations around the country issued complaints about TrueCar violating certain local laws. Regulators in some states looked into the company’s business practices and TrueCar stopped its operation in several states. TrueCar’s dealer network shrank and the company, which had been profitable before, started losing money.7

It’s a reminder that the road to absolute can be bumpy. The tools that we’re talking about are likely to threaten someone’s territory, and companies on the defense are likely to exert political pressure to curb some of these tools. Yet the general trend has been set. In fact, after a period of restructuring, TrueCar seems to have regained its momentum, and even though it has changed some of its practices, it’s clear that TrueCar and other tools that have emerged in the last decade make a car buyer much less susceptible to relative tactics than they were in the past.8

NEW TOOLS—NEW CHOICES

Remember trends like “couch tracking” or “faster verdict,” which we discussed earlier in the book? These trends in decision making derive from the information that is available to us today. Or you may recall an experiment we described in Chapter 2: When people were asked to pick one of two toasters, they picked one option. When they were asked to rate two toasters, they preferred a different option.9 The general point is that our choices are affected by the information and tools available to us. If these tools and information change, so may our choices. When the yellow pages served as the main source for information in certain domains, we tended to favor companies that appeared first in a category. As a result, being listed ahead of competitors used to be very important. So much so that businesses would name themselves accordingly, making names such as AAA Appliances very popular. Being first in any list is still very valuable, but when customers use tools like Yelp, the impact of being first is reduced. Now the average star rating becomes a key shortcut. Yet nothing stands still, and if consumers start to base their decisions on different sources, businesses may need to further adjust.

This is why it is important for businesses to watch for new technologies, track the information sources used by consumers, and adjust their strategies and tactics. Consider an app like HealthyOut, which lets you find restaurants around your location. Actually, to be more exact, it lets you find restaurant dishes around your location. You stand on a street corner looking to grab a bite. You search this app based on things like your dietary desires (low carb? gluten-free? heart healthy?), the number of calories you’re thinking of consuming, the type of dish you feel like having (salad? sandwich? wrap?). . . . Then the app shows you the dishes nearest you that match your preferences. Since you’re searching the menus of restaurants, you may pay less attention to things like the atmosphere or restaurant names. Since the search engine offers you some pre-defined criteria, these may become more prominent in your decision. (For example, even if you never thought of gluten before, you may now attribute your digestive problems to gluten, and start paying attention to this.) If a significant number of people in a market start to base their decisions on HealthyOut or similar apps, restaurants in that market should make sure they provide the information these apps need.

It’s impossible to predict what new tools will emerge. However, the likely candidates are tools that help us reach better decisions yet don’t require too much effort on our part. Our tendency to be “cognitive misers” is here to stay. Because it’s hard to process information systematically, we tend to base our decisions on whatever is easy and most accessible. We want the bottom line. Shortcuts. Summaries. Here are four examples for current tools that may hint to possibilities in the future:

Decide.com

Decide.com (Oren Etzioni’s new startup) is a shopping search engine for consumer electronics, appliances, and other products. It gives you a brief answer to two questions: what to buy, and when to buy it. For example, if you’re looking for a camcorder, you’ll see a single score next to each model on the site. This number (from 0 to 100) summarizes all user and expert reviews. Simple icons tell you if new models are expected in the next six months and if any significant changes in price are likely in the next couple of weeks. You can, of course, dig much deeper (and some people do) but this is optional.

BrightScope

 If you’re like most people, you never read the long disclosure documents from your retirement plan administrators. But now a company called BrightScope rates your employer’s 401(k) plan by giving it a grade between 0 and 100. Once you see the overall grade, you can see how your employer’s program scores on specifics like cost, performance, and generosity (for example in terms of the plan’s vesting schedule). BrightScope uses information that plan administrators have to file by law. By summarizing it in a user-friendly manner, and by rating plans across critical metrics, it can help you assess (or at least start to assess) the quality of your retirement plan.10

Digital wallets

 Some solutions may lead to better outcomes by bypassing the decision process altogether. Here’s an example: You stand at the store and it’s time to pay. Today, your decision on which credit card to use may be affected by the latest promotion from your bank, or by how they frame their loyalty program, or by your perception of what card is most appropriate for a particular context, such as a fancy hotel. People often make bad choices in these situations (for example, increasing the balance on a high-interest credit card). If you let a digital wallet on your smartphone decide on the most cost effective payment method based on some pre-defined criteria (such as the card with the lowest interest rate, or the loyalty program with the best benefits) these irrelevant elements will play a reduced role in your decision. Google, PayPal, and other companies have been working on solutions in this arena.

Beyond any packaged, commercial tools, the web makes it much easier for consumers to conduct their own independent research, a trend that is likely to grow. Here’s an example: As we mentioned earlier, one of us is a big consumer of dark chocolate (starting with a super-concentrated cocoa in the morning), a habit that began when the good news about the health benefits of dark chocolate started appearing in the media. So Itamar got a bit concerned when the news about a possible link between dark chocolate and Parkinson’s disease arrived in April 2013.11 Based on a study with rodents, the researchers encouraged people to limit their chocolate consumption. But Itamar was not going to give up his chocolate habit so quickly and looked for evidence against it (okay, you can call that biased information search). The Internet offered the tools for this “research project.” Within a couple of minutes, he could find 1) the average chocolate consumption by country, and 2) the prevalence of Parkinson’s disease by country. Itamar reasoned that, while there might be some confounding factors (such as genetic differences), if there is a strong link between chocolate and Parkinson’s, countries with a higher chocolate consumption should have a higher incidence of Parkinson’s. Fortunately, this two-minute exercise revealed no such correlation. Without further scientific evidence (preferably involving humans), Itamar has no intention of giving up his dark chocolate pleasure. More generally, as the available, easily accessible data continues to expand and the Web research tools further improve, we can expect more people to conduct more such independent studies. These amateur “studies” may sometimes lead to the wrong answers but can often produce answers that are closer to the absolute values.

To be clear, we don’t see humans making decisions like robots in the future. People most likely will pick and choose where they want to use technology and how. Certain purchase decisions are based on things other than just sheer information (as high quality as it might be). For example, people have not stopped using real estate agents with the rise of Zillow and similar services. Despite the fact that brokers can be expensive12 sellers still want the hand-holding, assistance, assurance, and expertise of brokers.13 The same is true for buyers who usually want help negotiating such a big transaction. Having said that, the nature of real estate decision making has clearly changed in the past few years. Buyers are much more informed and less susceptible to certain influences than they used to be ten years ago. New tools may change things further.

We don’t know what tools are coming next, but the trend is in full motion. It often starts with someone in the dark who decides to turn on the light. Now there’s more for people to see and consider as they make decisions. People tend to use easily accessible information they view as important, and entrepreneurs keep supplying new flashlights. As long as we have data to power these light sources, the trends we described here will continue. No doubt there will be bumps along the way, but the big picture is clear: We can expect access to more data that will be better organized and interpreted through new tools. We can also expect the data to be more relevant to us. As we have more opportunities to observe our friends (on Facebook or alternative future platforms), we’ll know much more about their experience as consumers—the good, the bad, and the ugly. This will further reduce marketers’ ability to influence consumers through branding, positioning, or other “relative” strategies.





14

ABSOLUTE BUSINESS: A FINAL WORD

WHEN CONSUMERS CAN assess their likely experience, without having to rely on often-unreliable proxies such as brand names and prior experience or marketers’ advertising messages everything changes. Marketing as we know it is not needed anymore. Yet most people think about marketing and business using the same old concepts. While textbooks have added references to the Internet, and many books have been written about social media, the presumed critical roles of branding, loyalty, positioning, and other principles of marketing have not changed.

As we conclude the book, we’d like to make a few final comments about the shape of things to come and illustrate how particular managerial practices might be revised to fit the new reality.

FOLLOW THE ABSOLUTE

How will the new environment affect a company’s structure and organization? We can expect a shift in the importance of marketing within the organization, and there will be changes within the marketing arm itself. Let’s start with the role of “Marketing” within a company. In the past the marketing function “protected” the organization in some cases. When things like positioning, branding, or persuasion worked effectively, a mediocre company with a good marketing arm (and deep pockets for advertising) could get by. Now, as consumers are becoming less influenced by quality proxies, and as more consumers base their decisions on their likely experience with a product, this is changing.

This means that the marketing function in the organization has less of an impact on the success or failure of a business. Another way to put it: The chances that the product failed or succeeded because of “marketing” have been greatly reduced. Since the impact of marketing is reduced, the impact of other functions in the organization increase, and specifically, those functions that affect absolute values. These may be different in different domains. R&D in consumer electronics and perhaps HR in the hospitality industry. Resources should be allocated to parts of the organization that have the biggest impact on absolute values as defined by prospective buyers. Follow the absolute.

There are also organizational changes we expect within marketing. While the organization as a whole will be less affected by this function, when organized correctly, marketing can still play an important role. As consumers can more easily assess the quality of products, and old marketing concepts have less impact, then the business as a whole and the marketing function in particular should emphasize those elements that make a difference—tracking what people want and generating interest. Marketing organizations (operating in O-Dependent markets) that will focus on these tasks should thrive. On the other hand, those who will keep their primary focus on persuasive advertising, building brand equity, and measuring customer satisfaction and loyalty are likely to stay behind. Correspondingly, one might expect marketing institutions outside the company to change. For example, advertising, media, market research, and marketing communication agencies will have to adapt or they may face increasing challenges in justifying their added value. Like internal marketing departments, they should specialize more in the things that matter—tracking and generating interest—and less in complex branding models, persuasion, or gimmicks.

CHANNELS

We can expect changes in distribution channels as well. Since absolute values are more easily assessed based on nonseller sources, in many situations there is less need for hand-holding during the buying process. This means that distribution channel decisions are likely to be less complex as well, with greater concentration and simplification. And yet, if you open existing distribution channel textbooks, you’ll find chapters about rather complex distribution channel structures (such as various hybrid channel structures) to fit the information needs of different customer segments. When quality can be assessed accurately and most buyers check the Web to find out the absolute value of products, the differentiation among channels and their ability to sell to different segments becomes less important. Marketers can just focus on the most efficient sellers (while assuring enough competition among them); marketers’ dependence on different areas of expertise of different channels has declined.

At the present time, channel strategy can also be used to try to influence the degree to which customers rely on the views of others, that is, their location along the influence continuum. For example, a company that chooses to rely primarily on the online channel (Amazon.com and the like) is inviting user reviews, which are likely to play a prominent role in the decisions of subsequent potential buyers. A reliance on brick-and-mortar channels, on the other hand, makes the sharing of opinions less likely, thereby making the product less O-Dependent. This is likely to become less relevant as shopping apps and other tools become ubiquitous among shoppers in brick-and-mortar stores as well.

PRICING

The closer your product (or any new market you consider entering) is to the O-Dependent end, the less control you have over pricing. That is, where experienced quality can be accurately predicted before purchase, price corresponds to quality relative to the competition and the going prices. If you are the first in a new market, there may be (at least initially) more flexibility to set standards, but even there, prices will eventually be based on fundamentals (for example, costs and, more important, competition).

Much has been made of the importance of value-based pricing, which focuses on how to assess true value advantage (often measured in dollars and cents) and charge accordingly. In the past, this concept had limited impact, in large part because the value analyses relied upon were many times perceived as theoretical and not relevant to the customer’s situation. For example, generations of MBA students starting around 1976 and continuing to this day have practiced their value pricing skills using the entertaining Harvard Business School “Optical Distortion” case study.1 The case describes a start-up with an unusual but apparently proven idea—contact lenses for chickens that are designed to tame chickens’ behavior and decrease their tendency to attack their cell mates. A main use of the case in the MBA classroom is to illustrate value pricing—the figures in the case allow the student to derive the real value of the contact lenses to the chicken grower, which leads to the conclusion that the lenses are a great bargain. Unfortunately, despite its seemingly compelling value-based selling proposition chicken growers were not buying the value calculations, perhaps because they have been visited by too many other salespeople with superior value stories. Or perhaps because, as one person associated with the company put it: “the benefits are so great you get the reaction that it’s too good to be true.” Suppose, however, that economic value assessments, even if they are not as precise, were presented by actual users, such as chicken growers who have already tried the product and experienced savings. In that case, potential adopters might be more receptive to the message (assuming they believe that the product supporters do not have any ulterior motive). Thus O-based shared user data can make value pricing more effective and a better indicator of the product’s absolute value.

The new information environment also means that consumers are more likely to obtain products at the best (or close to best) possible price. For example, product prices on websites such as Amazon often fluctuate over time within some unknown range. For consumers, tracking changing prices and knowing which price is relatively low is time consuming and hard to do. However, we would expect services to emerge (akin to what Decide.com already does) that will alert subscribing consumers to good prices and encourage timely prices. Similarly, many stores and websites offer lowest price guarantees, whereby the buyer can be reimbursed if the same retailer (or, in some cases, also competing retailers) later offers the same product at a lower price. The problem is that consumers rarely keep track of price changes, so they end up not getting potential refunds. We don’t expect tools that address this problem to take off overnight (sellers have little incentive to cooperate, as automatic refunds can be very expensive) but suitable information services are emerging that alert consumers when prices decline and may even automatically arrange the refund (digital wallets may address this, too).

THE PACE OF THINGS TO COME

The new environment will also affect the pace of things to come. It’s not that business is moving at a slow pace today, but there are reasons to believe that things will move even faster. First, as we said, consumers reach a faster verdict regarding the adoption or rejection of products. When people deliberately seek information, they are more likely to act on it. In addition, uncertainty about new innovations is resolved much faster than in the past.

Since businesses cannot count much on long-term assets like brand or loyalty, we can expect a further shift toward a short-term orientation. Forces that used to make things predictable, such as brand equity, loyalty, difficulty to assess quality, and slow-changing product perceptions, are declining. This will lead to less stability in the marketplace. Companies will have to get the right product to market without counting much on long-term assets because brand or loyalty won’t help much if the product is wrong or fails to get attention.

Changes in market research practices and emphasis should reflect the importance of quickly detecting consumer sentiment and assessment and adapting products and services accordingly. Companies won’t be able to rely much on research for predicting consumer choices and actions, particularly in O-Dependent categories. Thus fast trackers of market reactions are likely to have an advantage. It won’t be only about rapid innovation. Fast imitators who supply high-quality products can gain from the new era as well. If they offer good products, consumers will be fast to recognize it. First-mover advantage is becoming less significant as well. When people can assess quality, first-mover advantage won’t be such an asset for slowing down competition, and thus me-too strategies (as long as they are legal) may work better than before. Lower barrier to entry will mean that markets may be more crowded. And more intense competition, again, means faster pace.

We opened this book with five widely held beliefs, and we promised to explain why they are becoming less true today (and will be even less true in the future):

“ . . . a company’s brand is more important today than it has ever been.”

“ . . . nurturing loyalty should be the marketer’s primary, day-to-day concern.”

“All customers are irrational.”

“ . . . an overload of options may actually paralyze people.”

“ . . . positioning is the most important part of the marketing game.”

We hope that we convinced you. While some of these things are still true for some domains, situations, or people, technology and entrepreneurial innovation have started to move things in a different direction. The dramatic increase in buyers’ ability to assess quality before making most purchase decisions has fundamental implications for companies and other marketers. True, many consumers have not yet adopted the habit of taking advantage of the available information and some may get overloaded when they try. But the change process is undoubtedly penetrating the consumer decision making process slowly but surely, and it is just a matter of time till available information is even more widely exploited.

Some managers have started to adapt their practices and now place more emphasis on products that are likely to generate favorable reviews and less on marketing tools that have lost much of their effectiveness. Still, with the growing visibility of the idea of “irrationality,” some managers think that they can easily sway purchase decisions using “irrationality-inducing tricks” such as asymmetric dominance or framing. We showed throughout the book why the opposite is true: People today can more easily figure out the quality of products and services they consider.

The consumer in O-Dependent domains is the big winner of the shift to absolute. On average, consumers will make better decisions and their ability to quickly assess their likely experience will push companies to provide better products and services. Although there always be segments that compromise on quality, overall the importance of high quality is going up. Yet consumers are not the only winners of this new age. Companies can win, too. Not companies that use smoke and mirrors, puffery and fluff. But those who learn to adjust quickly to the new era. Those that understand that it’s not about brand, but about their next product. Those who will track effectively what customers say and want in current products and use that to innovate (or imitate) quickly will be most successful.

When marketing theories were developed, consumers made decisions differently. Yet in the socially intensive information environment around us, the manner in which consumers decide has transformed in numerous ways. If marketing were “invented” today, it would look very different from the way it is still taught in business schools, executive education programs, and textbooks. It would focus less on persuasion attempts or on trying to shape people’s preferences. It would be less about what companies say or about how they say it, and more about what they do. Success in the new era is about tracking what people want, and then providing them with absolute value. Will relative forces still play some role in people’s decisions? Of course. Will we see more and more decisions that are based on merit, on substance, and on the experienced quality of products and services? Absolutely.
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